
 

 

 

 

 

GENiC 
 

Verification & Validation  
of GENiC Platform 

 
Dissemination Level: Public 

 

This project has received funding from the European Unionôs Seventh 
Framework Programme for research, technological development and 

demonstration under grant agreement no. 608826. 
 



Deliverable Title: GENiC Integrated Platform Dissemination Level: Restricted 

 

ï 1 ï 

 

Project Number :  608826 

Project Title : Globally optimized ENergy efficient data Centres 
ï GENiC 

Deliverable Dissemination Level : Public 

 

Deliverable Number : D5.5 

Title of Deliverable : Verification and validation of GENiC platform 

Nature of Deliverable : Other 

Internal Document Number : GENiC_D55_WP5 

Contractual Delivery Date : M33 

Actual Delivery Date : October 2016 

Work Package : WP5 

Editor : Enric Pages ATOS 

Total number of pages :  97 
(Including cover) 

 

 

 

Abstract 

This document presents the validation and verification approach for Year 3 of the GENiC 
platform. The different GENiC components (GC) and components groups (GCG) are also 
discussed through functional test cases defined at different levels (component, middleware, 
platform). Furthermore, the validation process relies on the energy use cases previously 
defined within the project.  
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Executive Summary 

The aim of the GENiC project is to develop an integrated management and control platform for 
data centre wide optimisation of energy consumption by integrating monitoring and control of 
computation, communication, data storage, cooling, local and renewable power generation, 
energy storage, and waste heat recovery. The GENiC platform uses common interfaces and 
data formats, and provides control and optimisation functions and decision support tools to 
achieve a substantial reduction in energy consumption. 

This document presents the validation and verification approach of the GENiC platform, taking 
into consideration the requirements and architecture described in deliverables ñD.1.2 GENiC 
Requirements & Draft Architectureò and ñD.1.4 Refined GENiC architectureò, and also with 
respect to the common interfaces specification and data format described in deliverables 
ñD.4.1  Integration framework specificationò, ñD.4.6. Data format specificationò, ñD.4.8 
Integration framework designò and ñD.4.9. Integration framework process specificationò 

The GENiC platform consists of various software components and systems geographically 
distributed across Europe that interacts together through an Integrated Framework which 
provides the required communication capabilities as well as the model layout that represents 
the data center room. 

During Year 2, the focus of the validation and verification process covers the functionality of 
the components and systems isolated as well as from the point of view of the integration with 
the Communication Middleware GC, which is the common system used by other components 
within the platform to exchange information. 

During Year 3, the focus of the validation and verification process is broadened, not only 
addressing a functional validation but also verifying the optimization of each of the GENiC 
Component Groups (GCG), as well as inspecting non-functional aspects of the platform. 

Finally, the different Energy Use Cases previously defined are also inspected through the 
execution of experiments in two testbed environments (Real and Virtual). The work carried out 
will be used as foreground by the WP6 (within T.6.3) where the main goals of the project and 
the research outputs obtained will be demonstrated and analysed. 
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1 Introduction 

1.1 Overview and objectives 

The aim of the GENiC project is to develop an integrated management and control platform for 
data centre wide optimization of energy consumption by integrating monitoring and control of 
computation, communication, data storage, cooling, local and renewable power generation, 
energy storage, and waste heat recovery. The platform includes a common data format, and 
provides control and optimization functions and decision support tools to achieve a substantial 
reduction in energy consumption. 

This document presents the validation and verification approach for Year 3 of the GENiC plat-
form with respect to the requirements and architecture defined by the work carried out in the 
WP1. The different GENiC components (GC) and components groups (GCG) are also 
inspected through functional test cases defined at different levels (component, middleware, 
platform). Furthermore, the validation process relies on the energy use cases previously 
defined within the project. 

The document provides an overview of the functional tests used during the different phases of 
the development, integration and experimentation processes.  

The aforementioned work was carried out in the scope of ñTask 5.3 Technology Validationò in 
charge of the preparation of the functional validation over the preproduction platform. The task 
also produces a set of verification procedures, which must be run after every release of the 
components to certify that the overall platform works. Components and systems verification 
and validation functionalities required for the implementation of one or more single tests are 
produced. Outcomes of WP1 are used as input to identify and define validation and verification 
tests. The task also contributes to the validation of energy savings possible with the GENiC 
platform through the execution of experiments to test the overall platform, the experiments 
allow us to test, debug and verify the platform prior to the execution of the final experiments in 
the context of WP6. 

1.2 Structure of the document 

The document is structured as follows: 

¶ Section 1 introduces the content of the report, the audience and its structure. 

¶ Section 2 provides an overview of the verification and validation approach followed 

within the project. 

¶ Section 3 covers the validation test cases executed in the project at different levels 

(software components, systems, middleware and platform). 

¶ Section 4 describes the platform scenarios used as well as the system level tests 

executed to support the debugging and validation of overall platform. 

1.3 Target audiences 

D.5.5 is classified as ñPublicò deliverable; the report is intended at the following audiencesô 
roles: 

a) Data centre designers  
b) Data centre managers and administrators, 
c) SW architects and engineers, 
d) Integration, test and deployment managers and engineers 
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1.4 Glossary of acronyms 

Acronym Definition 

AC Air Conditioning 

AMQP Advance Message Queue Protocol 

API Application Programming Interface 

BES Building Energy Simulation 

CM GC Communication Middleware 

CPU Central Processing Unit 

CRAC Computer Room Air Conditioning 

D. Deliverable 

DC Data Center 

DoW Description of Work 

DX Direct Expansion 

EU European Union 

GENiC Globally optimized ENergy efficient data Centres 

GC GENiC Component 

GCG GENiC Component Group 

GUI Graphical User Interface 

HMI Human Machine Interface 

HVAC Heating, Ventilating and Air Conditioning 

ITE Information Technology Equipment 

JSON JavaScript Object Notation 

MQ Message Queue 

OPC OLE for Process Control 

PDU Power Distribution Unit 

PUE Power Usage Effectiveness 

PV Photovoltaic 

RES Renewable Energy System 

SBA Simulation-Based Assessment 

SLO Service Level Objective 

T. Task 

TDD Test Driven Development 

TRNSYS Transient System Simulator Tool 

VC Validation Case 

V&V Validation and Verification 

WP Work Package 
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WSN Wireless Sensor Network 

Y. Year 
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2 GENiC Overall Verification & Validation Approach 

The V&V process proposed in the GENiC project aims to provide the necessary guidance to 
archive the targeted requirements and architecture functionalities. Verification & Validation 
steps are important in the technology assessment process; verification process is designed to 
make sure that no requirements are missed in the design phase, ensuring that each 
requirement in the inputs is accounted for in the outputs, whereas validation ensures that the 
software build will function to meet the requirements, the validation will be supported with 
functional unit tests for each software component as well as integration and system tests that 
includes a set of components . 

 

Figure 2-1: Spiral Model of GENiC 

 

In the above process, the different iterations are repeated cyclically, determining objectives 
and constraints of software at the start of every iteration, in order to enable the enhancement 
and fine-tuning of the previous captured functionalities. Derived directly from the overall project 
planning, the requirements and design phases had two major iterations associated with the 
delivery of ñD.1.2. GENiC Requirements & Draft Architectureò and ñD.1.4. Refined GENiC 
architectureò [2]. The GENiC platform consists of various software components and systems 
geographically distributed across Europe that enables holistic optimization of the data center 
energy consumption, as during the design phase two major releases were considered 
associated to ñD.5.3. GENiC integrated platform (initial version)ò and ñD.5.4 GENiC integrated 
platform (final versionò) [21]. The Verification & Validation process allows the demonstration of 

platform capabilities afterwards which will be included in the public document ñD.6.3. Energy 
optimization and control strategies demonstration resultsò [22].  

Regarding the validation process, the following summarizes the important steps to be reached 
for any component within the platform: 

1. Maintain and verify traceability from requirements and architecture specifications 
through unit tests which validate the functionality of the components isolated from the 
overall platform. 

2. Maintain and verify traceability from requirements and architecture specifications 
through unit tests against the Communication Middleware (CM GC) which validate the 
input and output interfaces and common data format agreed during the requirements 
elicitation. 
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3. Prepare Integration tests which cover the interaction of a set of components within the 
architecture, the main categories identified are workload management, thermal 
management and power management integration tests. Each management group is 
verified independently from the other low level managers in a first stage. 

4. Prepare System test scenarios which are executed over the main demonstrators in 
GENiC. These demonstrators are the Real C130 prototype and the Virtual testbed 
based on TRNSYS. 

 

The objective of testing is the early detection of problems and verification of software 
functionalities under specific conditions. The Test Driven Development (TDD) technique 
repeatedly drives the development process through three steps. Developers must write the 
test for each bit of functionality and modify the functional code until the test is passed while the 
old and new code is refactored continuously to make it well structured. 

The testing and validation of the GENiC platform is reported in this document after the release 
of the GENiC integrated platform. Despite this, integration and testing are continuous activities 
during the entire project life-time. 

The validation can be divided into two aspects: 

- Functional validation: to demonstrate the expected software functionalities working 
under different conditions and configurations. 

- Non-functional validation: to validate the quality of the solutions, including the 
robustness, efficiency and extensibility. 

To cover the validation, four levels of testing will be implemented: 

- Unit test: verifies the functionality of each GC in isolation. 
- Integration test: verifies the interaction between different GCs.  
- System test: evaluates the behaviour of all components within the architecture at the 

same time. 
- Deployment test: evaluates the functionalities of the platform when all the 

components are deployed in the GENiC test facilities. 
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3 GENiC Software Components: Functional Validation 

3.1 GENiC Component Level Validation ï [Unit Testing] 

The unit tests verify the functionality of each GC and their associated systems in isolation. In 
some cases the interaction with the Communication Middleware has been considered as well 
during the unit testing phase. The components that need inputs from other components of the 
platform in order to produce their outputs have been tested with data sets that follow the 
format specified and agreed within the project, using as well the same interfaces specified to 
guarantee a smooth integration afterwards. 

3.1.1 Simulators 

The Simulators GC allows virtual testing of operation/control algorithms in a closed loop 
fashion. This GC creates a safe testing environment in which a detailed evaluation of 
individual or combination of workload, thermal and power algorithms can be carried out. The 
closed-loop testing concept plays a very important role in the methodology because it ensures 
similar testing conditions as in real operation. Figure 3-1 depicts the basic schema of the closed 

loop testing concept. The algorithms interact iteratively (step by step) with the Simulators GC 
and the functionality of the algorithms is evaluated based on the processed signal (virtual 
monitoring signal) and not based on the control signal (open-loop), which is common practice. 

 

Figure 3-1: The closed-loop testing schema 

 

Requirements Table and Validation Traceability Matrix 

The following tables list the requirements covered by the Simulator according to the 
specifications and map them to the validation cases. 

 

ID Requirement Status 

Sim-1 Virtual Testing Methodology,  Development  and 
Validation 

 

Sim-2 Modelling methods (Architecture, Simulation 
environments validation) Model for IT devices, 
white-space, thermal and power supply systems  

Sim-3 Required  configuration  and  input  data  (HVAC  
parameters,  power  parameters,  IT  parameters,  
building   parameters,   sample   DC   utilization,   
sample weather data, sample weather forecast 
data, sample grid data)  
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Sim-4 Verify  communication  between  virtual  
environment and the GENiC platform 

 

Table 1: Requirements for Simulator GC 

R / VC IDs VC1 VC2 VC3 VC4 VC5 

Sim-1 X    X 

Sim-2  X   X 

Sim-3  X X  X 

Sim-4    X X 

Table 2: Requirements validation traceability for Simulators 

VC1 ï Virtual testing methodology. 

The virtual testing methodology introduces two new steps to reduce the gap between platform 
development and its commissioning. The new phases are shown in Figure 3-2. 

 

 

Figure 3-2: New phases in control platform development: Closed-loop Funcionality Testing, Virtual 

Commissioning 

Firstly the functionality is tested in the closed loop fashion previously described. In the 
functionality testing phase, the processed signal is evaluated and an initial feedback for 
potential debugging of the algorithm is provided. Further in this phase, the impact of the novel 
control strategy on the overall DC system is assessed. After this phase, the saving potential 
can be analysed through several performance indicators and reported to the relevant 
stakeholders. The simulation based assessment can be used for further negotiation as a 
decision tool for the DC operator to identify benefits of operation algorithms.  

Secondly, the virtual commissioning phase represents the final preparation/training of the 
algorithm(s) for a deployment in the real facility. The communication data format of the 
Simulators GC is set according to the GENiC demo-site (DC C130) in order to emulate the real 
monitoring system. Thus, after the virtual commissioning the Simulators GC can be easily 
replaced by the real facilities. The risk assessment testing of the platform is executed in this 
phase in order to identify critical spots or abnormal behaviour of the algorithm(s). More 
specifically, novel algorithm(s) sensitivity at input uncertainties to the DC operation, including 
the influence of missing inputs can be analysed. 

Different DCs cases can be studied and modelled for several scales, domains, and phases 
based on our purpose definition  

¶ Phase: Feasibility, Design (retrofit), Commissioning, Operation 

¶ Domain: IT workload, Building properties, Cooling, Power Supply 

¶ Scale: District (cloud), Building, Room & Rack, Server & Chip 
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The above definitions helps to identify the most appropriate testing method and their 
complexity to solve our problem. In general the chosen testing method needs to compromise 
or prioritize scope, resolution and time requirements [32] to find the simplest complexity, which 
is able to solve the problem. Similar as for problem definition, complexity can be formulated as 
substitution of parameters and can be understood as properties/constraints of the method.  

¶ Time requirements: computation time of a method is not really a property of the method 
complexity itself, but more a technical constraint, which needs to be taken into account. 

¶ Scope: Number of components or models necessary to solve the problem. (e.g. IT 
model, HVAC model etc.) 

¶ Resolution: Number of studied states necessary to solve the problem (e.g. Energy, 
Temperatures, Mass flow etc.). 

 

In the case of the project GENiC, the method supports virtual testing of the control platform 
for a globally optimised DC. The selection of: Phase, Domain and Scale guides the decision 
making process for the most relevant method.  

 

¶ Phase ï Commissioning/Operation: As stated before, the methodology supports mainly 
the commissioning and operation phase and the development of a novel control 
platform. The design is already defined for the study and the goal is to operate the 
given system in an effective manner. The DC facilities are already built and thus a 
relatively detailed specification, including measurements of the process, can be 
collected. The closed-loop requirement is related as well with the phase. In order to be 
able to do any virtual testing in the closed loop fashion, the method must satisfy 
transient response in reasonable computation time. In fact the computational time 
is a technical constraint, which may limit the method complexity.  

¶ Domains ï IT Workload, Thermal, Power Supply: The co-operation between the 
individual control managements and global optimization of the DC process as whole. 
The multi domain character requires a large scope. 

¶ Scale ï Building,Room,Rack/Server: A relationship between domains and scale can be 
observed. For instance the IT workload domain is mainly related with Rack/Server to 
room scale, thermal domains act mainly at Room and Building level and Power Supply 
systems solely at Building level. Therefore the multi-domain character of the globally 
optimized goal comes with several scales. The method needs to satisfy scalability. In 
this sense scalability means that the method is able to operate at many scales. The 
tool should be able to support testing of server allocation and their heat dissipation in 
the DC white space and at the same time to provide overall energy balance at building 
scale. The scalability aspect requires a relatively high resolution of method.  

 

VC2 ï Method and Tool. 

The design of the Simulators GC needs to satisfy the time and complexity requirements 
mentioned in section 3.1.1. Thus the Simulators GC needs to replicate the overall data centre 
infrastructure including the following models:  

¶ Information Technology Equipment (ITE) model,  

¶ DC white space model, 

¶ Cooling (HVAC) system model 

¶ Renewable energy sources model and Power Losses model 

This modular structure allows various types of testing of individual or combinations of the 
models included (see section 4.2). The Simulators GC architecture is shown in Figure 3-3.  
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Figure 3-3: Simulators GC modular Structure 

 

VC3 ï Model Validation  

The validation of the Simulators GC as a whole requires synchronized measurement datasets 
from several domains. The demo-sites of the GENiC project are not in the same location (i.e. 
C130DC in Ireland and Power Supply facilities in Spain).  This constraint led to a series of 
validation studies performed at different scales and for several domains. They demonstrate the 
accuracy with which the Simulators GC can represent the performance of a DC and its 
facilities. The validation studies can be divided into the following categories 

¶ Power Generation systems model validation using measurements from the 
RES demo site, located in Spain 

o Building (system) level validation 

¶ Demand model validation using measurements from the C130DC demo site  
located in Ireland  

o Building (system) level validation  
o Room/Rack level validation 

 

Power Generation model validation (ACC) 

 

The Power generation model validation was made with measurements from different 
experiments carried out in the test bed facilities. The calibration was divided in different 
subsystems:  

- PV panels arrays calibration. 
- PV array inverters calibration. 
- Control unit power devices and batteries calibration. 

 

In the figure below the TRNSYS model for the µ-Grid is represented. 
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Figure 3-4: ACCIONAôs µ-Grid TRNSYS model adaptation 

 

The calibration of the PV panel arrays has been done through the comparison between real 
production and the simulated production in TRNSYS using the same conditions of radiation 
and temperature. 

 

The scheme for the comparison and calibration factor calculation is presented bellow  

 

Figure 3-5: PV TRNSYS types calibration factors calculation scheme 

 

 

The following Figure 3-6 shows an output of the calibration process where real data power 

profiles (lower profile) of each array is compared to the simulated production, calibration 
factors were applied. 
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Figure 3-6: Real PV power profiles and calibrated (a) Array 1 , (b) Array 2, (c) Array 3, (d)Array 4 

 

The PV inverter model calibration is based on the real data analysis comparing the energy 
between the input and the output of the inverter, as schematically shown in Figure 3-7 below: 

 

 

Figure 3-7: Measurement scheme for PV inverters model calibration 

Through this simple comparison, the overall efficiency is shown in the table below: 

Table 3-3 PV inverters calibration factors 

Inverter efficiency 

0.91 

 

The calibration of the battery model and the control unit power devices is based on the real 
efficiency of the system, understanding this as the combination of the power devices of the 
control unit and the batteries. 

 

(a) (b) 

(c) (d) 
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Figure 3-8: Measurement scheme for batteries model calibration 

The Figure 3-9 below shows as an example, the profiles used for the batteries and control unit 

models calibration:  

 

 

Figure 3-9: Profiles used for the batteries and control unit models calibration 

 

More details of the calibration process can be found in in deliverables D2.2 [4] and D2.4 [6]. 

 

Demand model validation  

The building level validation is mainly focused on the energy break down from the model, 
which mainly interacts with the power generation models and grid balance calculation. 

The room/rack level validation focuses on the DC white space temperature distribution. The 
validation at this level is mainly important for IT workload allocation algorithms and their 
influence to the DC white space and cooling system performance respectively.  
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Building level validation 

As mentioned, the building level validation is focused mainly at energy flow and electricity 
breakdown. The validation study was made based on energy audit measurements, which 
corresponds to the period from the 22nd of July 2014 to the 31st of July 2014. 

Figure 3-10 shows the measured and simulated total DC demand driven by given IT power 
profile (DC utilization). In the figure the Power Usage Effectiveness (PUE) indicator can be 
analysed. For instance a comparison between the PUE indicators of measured and simulated 
data for the C130 DC. A designed PUE is as well indicated in the figures to demonstrate the 
significant deference between full and part load utilization. 

 

Figure 3-10: Power usage effectiveness based on measured and simulated data for a 10 days period 

(C130 DC) 

The DC utilization during the observed period was mostly in the range of 30% or 9kW (lower 
boundary) to 44% or 13kW (upper boundary). For these values, the PUE for measured data 
ranged from 2.15 ï 3.11 and, for simulated data, from 2.51 ï 3.11. It is also important to 
highlight that under design conditions and 100% or 30kW of utilization, the PUE of the C130 
DC should be 1.6. 

Although the agreement between simulated and measured results is clear, the measured 
values have still a bigger spread than simulated results. This might be due to the operation of 
the small AC unit described in the section above. This unit has a nominal power of 2kW. While 
assumed to be in continuous operation in the model, it was found that this was not always the 
case. The lack of monitoring data for the unit does not allow for further tests.  

Examining in more detail the energy demand of the GENiC demo-site DC, a comparison of the 
energy demand measured during the Audit, presented in deliverable D1.3 [1] and the 
simulated results, is shown in Figure 3-11. The measured data corresponds to the period from 

the 22nd of July 2014 to the 31st of July 2014. 
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Figure 3-11: Breakdown of Energy demand for C130 DC. Measured (top) and simulated (bottom) 

Overall, as can be seen from the figure, the simulated results are in agreement with the 
measured data extracted from the Audit. It can also be observed how from time=120h to 
time=180h there is a change in the AC operation setpoints, which also influenced power 
supply losses, as they are proportional to the total DC demand. This change in operation was 
not included in the model, thus, the more constant demand obtained in the simulation. 

It is also important to mention that the Simulators GC are based on technical documentation 
(DC space, HVAC systems, IT devices, etc.) and that the measured values obtained from the 
C130 DC are under normal operation conditions. There is no monitoring data of fluctuating 
variables such as DC utilization as well as HVAC supply air setpoints. Moreover, interrupting 
the normal operation of the DC to perform tests, under controlled conditions, is not feasible.   

 

Room/Rack level validation 

The testing phase of an EM control platform requires an accurate representation of the thermal 
and power processes taking place in the white space of a DC. In the physical DC, these 
processes are captured by a monitoring/sensor network. In this section, the white space 
model, part of the Simulators GC, is calibrated to closely match the signals from the existing 
WSN deployed in the C130 DC [13]. After calibration, validation studies are presented where 
the simulation results will be compared against monitored/measured data to evaluate the 
remaining error of the C130 DC white space model. 

The white space model requires input from the HVAC system (supply air characteristics) as 
well as the IT power distribution over time from the Power Delivery Unit (PDU). For the model 
calibration process, these inputs were extracted from the WSN monitoring and PDU metering. 
A complete list of inputs used for model calibration is shown in Table 3-4. 

Table 3-4 List of calibration inputs 

WSN monitoring CRAC supply temperature profile  Figure 3-14 
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WSN monitoring CRAC airflow profile Figure 3-13 

WSN monitoring AC supply temperature profile  Figure 3-14 

WSN monitoring AC airflow profile Figure 3-13 

PDU metering IT power demand Figure 3-14 

PDU metering IT power demand distribution Figure 3-15 

 

Based on these inputs the model calculates temperature and airflow values for every node. In 
order to satisfy operation/control requirements, two categories of outputs were selected as 
especially important from the HVAC and Workload operation perspectives. The calibration of 
the model is focused in these categories of outputs:  

¶ Return temperature. The return temperature from the white space is used to operate 
the CRAC unit through the control of the set points of supplied air. 

¶ Rack inlet temperatures. The rack inlet temperatures are used to identify hotspots (at 
box level) and evaluate if the rack inlet temperature fulfils the standards [28] for 
operational requirements of the information technology equipment (ITE) housed in 
C130 DC.  

 

 

Figure 3-12: DC white space validation scheme 

Monitoring data set for calibration / validation 

Model calibration requires data from regular operating characteristics, when all systems (IT 
devices, HVAC and monitoring systems) are functioning under regular operating conditions. 
The C130 DC facilities management reported exceptional behaviour in the operation of the 
HVAC system. The measured variables required for model calibration (i.e. airflow, temperature 
and IT power values) that constituted the first complete set of data under regular operation 
conditions began to be logged from the beginning of July 2015. The recorded data was 
analysed in order to find a suitable period without any exceptional behaviour. Both WSN 
measurements and power metering were fully operational from the beginning of July. Airflow 
WSN monitoring and HVAC power metering of the C130 DC were analysed as an indication of 
the HVAC system behaviour. From a five week period of time (shown in Figure 3-13), a six day 

period was identified when the overall HVAC system ran under regular operation conditions. 
The period from 6/8/2015 to 12/08/2015 was found as the most suitable for model calibration 
and the validation studies presented in this section. 
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Figure 3-13: Airflow monitoring as indication of HVAC on-off status 

Figure 3-14 shows the monitored data from the selected period that will be used for the 

calibration of the white space model and finally compared against the simulated results. The 
inputs for the calibration listed in Table 3-4 are shown, for the given period, for: (a) CRAC 
supply temperature, (b) AC supply temperature, (c) Total IT power demand.  

The supply temperature from the CRAC unit, shown in Figure 3-14(a) fluctuates in the range of 

19 - 22°C. The temperature drops are explained by the operation of the ON/OFF controller of 
the direct expansion (DX) unit. However, this range seems to be small considering a nominal 
cooling load for CRAC unit of around 30kW and measured constant airflow of around 12000 
m3h-1. This behavior also does not agree with the WSN temperature measurement from a 
previous period when a range from 14-22°C was observed. The reason for this higher supply 
temperature is the mentioned exceptional behavior. The CIT facilities management reported 
outage of the roof mounted dry cooler of the CRAC system, which removes the heat from the 
CRAC - DX unit. This causes a dramatic decrease in the cooling load of the CRAC unit. 

Emergency cooling is ensured in the C130 DC by a 12kW cooling load AC unit. The operation 
of the AC backup unit can be observed in Figure 3-14(b). The AC unit is fully operational, with 
supply temperature of approximately 14°C.  

The IT power load, measured at the PDU represents the total heat dissipation in the C130 DC. 
The total IT power load is relatively constant around 10kW (see Figure 3-14(c)) and also the IT 

power distribution across the DC is constant most of the time.  
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Figure 3-14: Validation study inputs 

The average IT power distribution per 1/3 of rack is shown in Figure 3-15. The IT power 

distribution is in agreement with the one estimated in D2.2, which was based on the nominal 
value. The average utilization of the C130 DC is approximately 40%. 

 

 

Figure 3-15: Input: IT power distribution per 1/3 rack 

 

 

 



Deliverable Title: Verification and validation of GENiC platform  Dissemination Level: Public 

  

   ï 25 ï 

C130 DC white space model validation 

The calibration of the C130 DC white space model was performed by tuning the following 
model parameters: 

¶ Thermal capacity of the volumes (time-response) 

¶ Airflow through IT boxes (1/3 of rack) in a realistic range (100-200m3h-1kWIT
-1 per 

server) [26], [29] 

As stated before, when calibrating the model, two categories were defined to address the 
monitoring variables that are especially important for control/operation purposes. These 
categories are: 

¶ Category 1.- HVAC (i.e. CRAC & AC units) return air temperature, higher importance  

¶ Category 2.- Racks inlet air temperature, lower importance 

The comparison of simulated results from the calibrated model against the monitored data 
extracted from the WSN in C130 DC are shown in Figure 3-16, for category 1. The absolute 

error (xref ï xsim) between monitored (xref) and simulated (xsim) data is calculated of every 
variable. 

 

Figure 3-16: Validation HVAC Return air temp. (Category 1)  

(a) Comparison Simulation (blue) vs measurement (black)  
(b) Absolute Error 

The absolute error as well as the coefficient of variance (Normalized Root Mean Square 
Error), e.g. eq.2.1, of the previously shown validation analysis are presented in Figure 3-17. 

The category 1 outputs (CRAC and AC return temperatures) are displayed in red and 
category 2 outputs (inlet temperatures of every third of a rack) are displayed in blue. 
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For the data-set evaluated, the white space model shows an absolute error lower than 1 
degree Celsius for the return air temperature of AC and CRAC units. Regarding the racks 
inlet temperatures the simulated results show an error of up to 10%, being the average 
error approximately 7%. This error can be explained by the accuracy of the sensors in the 
WSN (+- 0.5C ) and the sensor placement. Most of the sensors are attached to the frame 
of the racks. The material of the frame influences the readings with its thermal mass. Also 
due to this placement the sensors are affected by near-wall boundary layer effects. 

 

Figure 3-17: Global DC white space model evaluation  

(a) Absolute and relative error per category  
(b) Global absolute and relative error of DC white space model 

In order to improve the accuracy of a white space model, it is recommended to use periods of 
monitored data under experiment/commissioning conditions or failing this, extended periods of 
time under regular operating conditions. An extensive WSN with optimally positioned 
temperature and airflow sensors significantly facilitates accurate model calibration. 

 

VC4 ï Integration framework  

The goal of the Simulation-based assessment is to analyse the performance of 
control/operation algorithms developed in different GCs under realistic scenarios, prior to the 
deployment of the GENiC platform in the physical DC. For this, the Simulators GC and the 
Workload Generator GC form a Virtual testbed that emulates the behaviour of the C130 DC 
providing the functionality of its monitoring system. The GCs involved in the Virtual testing 
experiments and an overview of the information exchanged are shown in Figure 3-18.  
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Figure 3-18: Integration framework for the EM testing of the GENiC Mgmt. blocks (Workload, Thermal, 

Power) 

The list of GCs involved in the Virtual experiments and their developers are listed in Table 3-5.  

Table 3-5 Table of tested components 

Testing group Component Developer 

All testing Simulators GC TU/e 

All testing Integration GC CIT,ATOS 

Workload testing Workload Generator GC IBM 

Workload testing Workload Allocation UCC 

Workload testing DC (Server) Configuration  CIT 

Thermal testing S-T Thermal Prediction GC UTRC-I 

Thermal testing Thermal Actuation GC UTRC-I 

Power testing Power Actuation GC ACCIONA 

 

An important aspect of the Virtual testing is the synchronization of all the GCs involved in 
every closed-loop experiment. This is addressed by the topic ósimulation timeô, published by 
the Simulators. A schematic of the synchronization process can be seen in Figure 3-19. 
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Figure 3-19: Interactive communication process of the Simulation-Based Assessment experiments 

This process can be divided into 5 stages.  

1. Preparation/Initialization 
a. Design of experiment (location, required VMs profile, weather data, grid data, 

baseline control strategy etc.) 
b. Initialization process of the simulation. At the end of this stage vtime stamp=-1 

is published to let initialize all GCs in testing loop (e.g. restart of Workload 
Generator). 

2. Calculation of virtual monitoring data for the first simulation step k=1(default inputs 
are used). After publishing, the Simulators GC await for the new set points to proceed 
with the calculation of the following time step  

3. The Middleware client collects the synchronization virtual timestamp for first 
simulation step and all the virtual monitoring data and publishes them in the 
middleware. 

4. All GCs in testing loop receives synchronization virtual time stamp and required virtual 
monitoring data from Simulators GC. Based on virtual monitoring data, the optimal set 
points are calculated for next simulation step  

5. New set points are published to the middleware from tested components. The 
Simulators GC receives all the inputs to which is subscribed that are necessary for 
the calculation of the next time step. 
 

Repeat from 2, calculation of virtual monitoring data for the following simulation step. 

This iterative process is similar to the one that will take place between the GENiC control 
platform and the physical DC. The simulation based assessment acts as the last quality 
control test prior to the full platform deployment to the real DC. This approach can also be 
used by designers of future DC energy management systems regardless of whether they 
comply with the GENiC architecture or not. 

The integration specification is listed in D1.4 [3]. 

 

VC5 ï Simulation based assessment 

The functionality testing of the individual GENiC components, their combination and finally the 
overall platform is performed in a closed-loop fashion. The Simulators can provide results and 
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assess the control platform at several scale levels. The figures presented in this section 
demonstrate the capacity of the Simulators GC to support the assessment from box (group of 
servers) level to building level. 
 

¶ The power output for each Power Delivery Unit (PDU) - Server/Rack scale 
Each box (group of server) is related with the PDU, where the power metering is executed 
at the real DC C130. The PDU measures IT power at level of resolution 1/3rd of rack. The 
Simulators can replicate the PDU power traces in time. Figure 3-20 shows the comparison 

of different IT workload allocation strategies (restriction of IT workload migration in time for 
0, 5,100 migrations). The bars represent the average IT load for each rack indicating the 
utilization of every box for a 2 day simulation period.  

 

Figure 3-20: Average PDU utilization for each 1/3 of rack for 3 different IT wokload allocation settings 

¶ The whitespace temperature distribution in the DC room ï Rack/Room scale 
The IT workload allocation algorithm significantly impacts the whitespace temperature 
distribution and consequently the cooling system performance. The multi-nodal airflow 
network simulates the relationship between IT heat dissipation and the cooling unit. The 
general DC white space arrangement considering also multiple cooling units in the white 
space can be represented by the multi-nodal airflow method. Figure 3-21 shows the white 

space temperature distribution in the virtual C130 DC for a given time. The temperature 
distribution is plotted for 4 height levels. The figure shows the influence of (a) the baseline 
and (b) the optimized IT workload allocation algorithm on the whitespace temperature 
distribution. 
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(a) (b) 

Figure 3-21: DC white space temperature distribution 

In the real C130DC, the whitespace temperature is measured by the WSN temperature 
monitoring at the front and rear of the racks at every third of rack. The Simulators GC can 
emulate the nodes of the temperature WSN. Figure 3-22 shows a statistical evaluation of the 

bottom, middle and top sensors deployed at the front (blue) and rear (red) of each rack. The 
evaluation is done based on 2 day simulation for two different thermal actuation strategies.  
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Figure 3-22: Statistical evaluation of virtual temperature WSN monitoring: Front rack sensors (blue), 

Rear rack sensors (red) 

¶ Demand power profiles - Building scale 
The simulators GC emulates the power traces gathered at the switch boards for total IT 
devices, HVAC devices and auxiliary power (power losses, lighting, etc.). This power can 
be even broken down into individual components (e.g. CRAC fans, DX unit, water pump or 
dry cooler fans in case of HVAC power). Figure 3-23 shows the power traces for total, IT 

and HVAC demand for different IT workload allocation strategies (migration restrictions). 

 

Figure 3-23: Power traces for total, IT and HVAC demand for different IT workload allocation strategies 

(migration restrictions). 

 

¶ On-site RES power matching ï Building scale 
The simulators GC is able to analyse the on-site RES power matching with the DC demand. 
Figure 3-24 shows the baseline storage operation from ñthe DC consumption (battery charge) 

and production (battery discharge) perspectives. Also On-site RES power can be broken down 
into individual sources.  
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Figure 3-24: Baseline storage operation from ñthe DC consumption (battery charge) and production 

(battery discharge) perspectives. 

 

3.1.2 Workload Generator  

This component provides virtual workload monitoring data for testing and tuning the GENiC 
platform in the simulation environment. 

 

Requirements Table and Validation Traceability Matrix 

The following tables list the requirements covered by the Workload Generator according to 
the specifications and map them to the validation cases. 

 

ID Requirement Status 

WGen-1 Component is able to receive and parse time 
synchronization messages according to the GENiC 
interface specifications.  

WGen-2 Virtual workload monitoring output is formatted and 
published according to the GENiC interface 
specifications.  

WGen-3 Component can operate continuously (24/7) without 
human interaction in conjunction with the GENiC 
Simulators.  
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WGen-4 Component is able to handle traces that cover at 
least 4 weeks with a sampling rate corresponding to 
the simulator time step (5 minutes) of at least the 
size of the virtual C130 demonstration site (583 
virtual machines running on 132 physical servers). 

 

WGen-5 Component provides representative workload data 
to evaluate the GENiC platform.  

Table 6: Requirements for Workload Generator GC 

R / VC IDs VC1 VC2 VC3 VC4 

WGen-1 X    

WGen-2 X    

WGen-3  X   

WGen-4   X  

WGen-5    X 

Table 7: Requirements validation traceability for Workload 
Generator 

VC1 ï Validation cases pre-deployment. 

Before deployment, all required interactions were successfully tested by connecting the 
component to a local test environment. Artificial time synchronization messages were injected 
into this environment and the component's virtual workload monitoring output was compared 
against the expected output. 

VC2 ï Validation cases post-deployment. 

The component was successfully tested by running repeated simulations. No human 
interaction is needed. The component automatically resets if the simulation environment 
provides a time synchronization message with the command to re-initialize or restart at virtual 
time 0. 

VC3 ï Validation cases handling traces.   

The component was successfully tested with traces that cover 2 months of data for 2200 
virtual machines.  

VC4 ï Validation case for providing different types of workload traces. 

Workload Generator provides two types of traces: (a) traces recorded in IBM production data 
centres, and (b) traces synthesized from recorded usage data of an Wikimedia cluster, and as 
such covers typical workload of (a) a typical enterprise data centre, and (b) a data centre 
hosting a popular web service.    

3.1.3 Supervisory Intelligence  

The Supervisory Intelligence GC is responsible for the optimal coordination of the primary data 
centre functions: workload management, thermal (cooling) management and power & 
renewable energy systems management. This is realized through an optimisation engine 
which provides recommendations/policies to the Workload Management, Thermal 
Management and Power & RES Management GCGs.  

 

Requirements Table and Validation Traceability Matrix 
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The following tables list the requirements covered by the Supervisory Intelligence according 
to the specifications and maps them to the validation cases. 

 

ID Requirement Status 

SI-1 Computation time: < 5 minutes. 

 
 

SI-2 Scalability to different data centre configurations and 
equipment types. 

 

SI-3 Different strategies possible for data centre 
operations: reduce financial cost, reduce CO2 
emissions and increase usage of renewables.  

Table 8: Requirements for Supervisory Intelligence GC 

R / VC IDs VC1 VC2 VC3 

SI-1 X   

SI-2  X  

SI-3   X 

Table 9: Requirements validation traceability for Supervisory 
Intelligence 

VC1 ï Computation time. 

The component was successfully tested and evaluated on a number of instances and as 
shown in the following figure, the time required to solve any instance was always less than 1 
second. 

 

Figure 3-25: Time required to solve an instance 

 

VC2 ï Scalability. 

The Supervisory Intelligence (SI) makes no assumption on any specific data centre 
configuration and equipment types.  It is scalable as it reasons at the level of total power 
demand and supply. More specifically it receives a set of inputs in terms of total predicted 
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power demands of HVAC and IT and the forecasted price of grid, predicted power 
requirements that could be supplied using renewable sources of energy etc.  

 

VC3 ï Multiple Strategies  

All the strategies are implemented. The results for different strategies are available in D6.3 
[22]. 

 

3.1.4 Supervisory Fault Detection & Diagnostics  

This component provides early identification of operational issues through the detection and 
diagnosis of data centre system level faults. The GC compares measured values with 
predicted values and informs SI GC when deviation becomes substantial enough to negatively 
impact system operation. 

 

Requirements Table and Validation Traceability Matrix 

The following tables list the requirements covered by the Supervisory Fault Detection & 
Diagnostics according to the specifications and maps them to the validation cases. 

 

ID Requirement Status 

SFDD-1 Fault detection for air recirculation and DC space. 

 

SFDD-2 Corrective actions for the faults detected by the 
SFDD algorithms will be reported to the HMI GC 
and the Supervisory Intelligence GC. The latter will 
listen for faults that require it to take corrective 
action. 

 

Table 10: Requirements for Supervisory Fault Detection & 
Diagnostics 

R / VC IDs VC1 VC2 

SI-1 X  

SI-2  X 

Table 11: Requirements validation traceability for Supervisory 
Fault Detection & Diagnostics 

VC1 ï Validation case for detection, location and diagnose of system level faults. 

SFDD detects air recirculation faults as shown in the addendum of D4.5. Also, the scalability of 
SFDD approach for fault detection in DC space is demonstrated in the addendum of D4.5 [15] 
(page 33) using Bayesian networks. 

 

VC2 ï Validation case for the corrective actions of fault detections. 
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SFDD prioritizes alarms based on fault severity in terms of a decrease in cooling capacity, 
increase in energy consumption, RAT controllability and IT equipment inlet temperature. The 
corrective actions for each fault are determined and transmitted to the HMI module and 
Supervisory Intelligence (as explained in sections 4.5.3.1 and 4.5.3.2 of D4.5 [15]). 

 

3.1.5 Human Machine Interface  

This component is a unified HMI to a number of GCs in order to provide visualization and tool 
interfacing for DC operators. The dashboard is composed of a reusable visual component that 
can be dynamically configured. 

  

Requirements Table and Validation Traceability Matrix 

The following tables list the requirements covered by the Human Machine Interface 
according to the specifications and maps them to the validation cases. 

 

ID Requirement Status 

HMI-1 Consolidated view and single point of entry for other 
tools of relevant GCs via web browser 

 

HMI-2 Ease-of-use for multiple stakeholders 

 

HMI-3 Easily extensible to include HMIs of future 
components 

 

HMI-4 Data cache service for efficient access to GENiC 
topic data sets 

 

HMI-5 Visualisation of historical data sets generated by 
GENiC platform 

 

Table 12: Requirements for Human Machine Interface 

R / VC IDs VC1 VC2 VC3 

HMI-1 X   

HMI-2  X  

HMI-3   X 

HMI-4   X 

HMI-5 X  X 

Table 13: Requirements validation traceability for Human 
Machine Interface 

VC1 ï Validation case for consolidated view. 
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A container was created in the HMI to allow existing web based tools to be integrated. The 
validation case involved 2 steps, 1st step was automated authentication based on pre-defined 
configuration parameters and 2nd step was the view and integration of the tool within the HMI 
template. Two scenarios were used to validate this process including the incorporation of the 
CIT Design tool and the IBM WSN monitoring tool.  

VC2 ï Validation case for multiple stakeholders 

The HMI was assessed in terms of usability on multiple platforms, the HMI was developed 
using a responsive design pattern allowing it to automatically adjust the layout and flow of 
components when run on multiple platforms. A visual assessment was done (without any 
formal usability testing) using the following platforms: a laptop, android mobile phone (Sony 
Experia) and Samsung Galaxy tablet. The design and requirements of the system features 
were carried out based on feedback from various stakeholders including IT Services, Energy 
Manager and Genic Component owners and as such the data presented was relevant across 
all these stakeholders.  

VC3 ï Validation case for data Integration and extensibility 

To support efficiency a data cache was created to service the HMI. This involved the validation 
of connectivity to the GENiC middleware and as such the same validation as presented in 
Section 3.1.6 is used. In addition testing was done to validate historical data availability such 
as power meters and environmental sensor data. 

3.1.6 Communication Middleware  

The implementation of the GENiC platform is envisaged as a distributed system. The 
Communication Middleware GC defines the communication infrastructure used within the 
GENiC platform to interconnect the distributed software components. A topic-based 
publish/subscribe messaging architecture has been selected to ensure a robust and scalable 
data exchange. With this approach, the components do not need to be connected directly to 
each other, but publish messages to a broker which forwards them to the relevant consumers. 

 

Requirements Table and Validation Traceability Matrix 

The following tables list the requirements covered by the Communication Middleware 
according to the specifications and maps them to the validation cases. 

ID Requirement Status 

CM-1 High throughput, low latency, high robustness, and 
high reliability. 

 

CM-2 Efficient support of multiple and distributed data 
consumers 

 

CM-3 Minimal configuration effort  

 

CM-4 Data providers and data consumers should be 
easily added and removed, without affecting the 
already running components  

Table 14: Requirements for Human Machine Interface 
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R / VC IDs VC1 VC2 VC3 

CM-1 X   

CM-2 X X X 

CM-3   X 

CM-4   X 

Table 15: Requirements validation traceability for Human 
Machine Interface 

VC1 ï Validation case for latency, robustness and reliability. 

Test cases have been executed prior to the deployment of the middleware system to 
guarantee that the message broker system selected is able to handle the quantity of 
messages required without affecting the latency or the robustness of the solution. 

 

VC2 ï Validation case for distributed system and consumers support. 

The system is configured in cluster mode; three instances of the main server have been 
deployed in a distributed way to guarantee the replicability of the information as well as the 
availability of the system when several components try to connect.  

The system supports the interaction with multiple and distributed data consumers, depending 
on the configuration of the experiment from 20 to 25 software components are connected 
simultaneously to the communication middleware exchanging information, in addition the 
testing and debugging tools which are using the middleware capture the exchanged messaged 
are connected to the middleware as well. The same broker system is used to support two 
types of environment used in GENiC for testing, validation and demonstration. The use of 
different exchanges allows us to avoid collisions between messages or components deployed 
to the different environment in GENiC: the Real C130 prototype and the Virtual Testbed.  

 

VC3 ï Validation case for automation  

The installation and configuration process of the systems needed for the communication 
middleware has been automated through a set of python scripts. The scripts perform a sanity 
check of the system and their associated services every time that the instances (real and 
virtual) are started, stopped or restarted. In addition during the operation of the platform test 
cases has been provided to check the correctness of the components connected to the 
middleware. 

3.1.7 Data Centre Configuration  

This component provides a centralized data repository to store and provide access to all 
information related to the DC configuration including information on physical and virtual layouts 
and HVAC equipment. It involves a model sharing service which provides GENiC mapping of 
DC servers, racks, cooling devices, power meters currently used in C130 main GENiC 
prototype. In other locations all model elements are generated for simulation purposes. 

 

Requirements Table and Validation Traceability Matrix 

The following tables list the requirements covered by the Data Centre Configuration 
according to the specifications and maps them to the validation cases. 
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ID Requirement Status 

DConf-1 Component is able to expose all information related 
to the DC configuration. 

 

DConf-2 Data Center Configuration output is formatted and 
published according to GENiC interface 
specifications.  

DConf-3 Component can operate continuously (24/7) without 
any human interaction. 

 

DConf-4 Component can be updated automatically after 
every allocation, exposing updated information to 
other GCs before the next optimizations time 
window.  

 

Table 16: Requirements for Data Centre Configuration 

R / VC IDs VC1 VC2 VC3 

CM-1 X   

CM-2 X X  

CM-3  X X 

CM-4  X X 

Table 17: Requirements validation traceability for Data Centre 
Configuration 

VC1 ï Validation cases for initialization 

The initialization process will register service with a routing configuration that is responsible for 
defining on which topics the service will listen to the messages. Next unit test will initialize with 
reversed routing configuration closing communication loop. After both parties are up and 
running, the test process starts. The component is able to expose information about the DC 
layout from thermal and workload point of view. The configuration information is requested by 
other GENiC components that need to know which resources are available in the DC as well 
as their allocation in the DC. 

 

VC2 ï Validation cases during operation. 

During operation there were different test cases in place covering the start and stop operations 
of the component as well as message validation tests. During the message validation process 
all messages that the service should handle are tested and validated through a comparison 
between a predefined message format and what was received by the unit test. Finally each 
unit test is executed to determine if there were any errors. If any error or issue occurred, a log 
file is created for further post-test inspection. 

 

VC3 ï Validation case for automation.  
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The test cases have been automatically executed for every restart of the component for a 
correct initialization as well as during the operation phase. Data Center Configuration is able to 
automatically detect changes in the allocation or the status of the resources exposed, and in 
addition it is able to notify the changes to other components within the platform within the next 
optimization cycle.  

  

3.1.8 External Data Acquisition  

A set of services that exposes the needed data or measurements that cannot be provided by 
another GC, but only by an external source. In particular this applies to weather current 
information, weather forecast and energy prices. 

 

Requirements Table and Validation Traceability Matrix 

The following tables list the requirements covered by the External Data Acquisition 
according to the specifications and maps them to the validation cases. 

ID Requirement Status 

ExtData-1 Identification of reliable external data sources. 

 

ExtData-2 The external data sources identified need to provide 
data with the required periodicity. 

 

ExtData-3 Provide refresh rates for external acquisition 
services 

 

ExtData-4 Provide external data to other GCs on subscription 
basis. 

 

Table 18: Requirements for External Data Acquisition  

R / VC IDs VC1 VC2 VC3 

ExtData-1 X  X 

ExtData-2  X X 

ExtData-3  X X 

ExtData-4   X 

Table 19: Requirements validation traceability for External Data 
Acquisition 

VC1 ï Validation case for reliable external data sources. 

In order to be able to acquire external data in GENiC and allow their usage by the components 
within our architecture, a step by step process has been specified: 

- Identify the external data sources (3rd party services callable via API, the component 
supports the injection of measurements in different formats like JSON; XML or CSV). 



Deliverable Title: Verification and validation of GENiC platform  Dissemination Level: Public 

  

   ï 41 ï 

- Define the metrics. Specify the required metrics to capture for each external data 
source in order to create the appropriate templates in the Workload Monitoring system 
to accommodate these new metrics. 

- Parsee de data. Create the collector scripts as well as the parser needed to push data 
to the sender script. 

- Publish the information. Encode the information in the agreed JSON format and publish 
this data to other GCs through the Communication Middleware. 

VC2 ï Validation case for periodicity of the outputs. 

The information collected by external acquisition services are provided within the time slots 
required for the GCs which have to compute this information. 

- Current Weather monitoring service is updated every hour. 
- Forecast Weather monitoring provides 24 hours of weather forecast measurements for 

the next 5 days. 
- Grid Energy Prices provides prices for every hour for the following 24 hours. 

VC3 ï Validation case during operation  

The services can operate continuously (24/7) without any human interaction, all the 
information is stored in a relational database shared with the workload monitoring system to 
allow other components to request historical information.  The information gathered by 
external acquisition services is published per subscription basis through the communication 
middleware. 

The services deployed provide weather information for three different locations (Madrid, 
Seville and Cork), in addition grid energy prices for Ireland, where our main demo site (C130) 
is located, have been published. 

  

3.1.9 Workload Monitoring  

The Workload Monitoring system retrieves monitoring information from the workload resources 
and populates the GENiC IT monitoring repository. The monitoring system allows to collect, 
aggregate, store and analyze the runtime state of physical resources (servers), virtual 
resources (VMs), and services (workloads). This component is in charge of populating data 
repositories and provides monitoring data to other GENiC components via GENiC 
communication middleware.  

 

Requirements Table and Validation Traceability Matrix 

The following tables list the requirements covered by the Workload Monitoring according to 
the specifications and maps them to the validation cases. 

 

ID Requirement Status 

WM-1 Scalable, distributed architecture 

 
 

WM -2 Easily extendable with plug-ins 

 
 

WM -3 Support for different monitoring mechanisms  
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WM -4 SNMP support  
 

 

WM -5 Support for a variety of database systems (e.g. 
MySQL, PostgreSQL, DB2) 

 

WM -6 Web interface with dashboard 
 

 

WM -7 Component is able to publish workload monitoring 
information according to the GENiC interface 
specifications within the time window required by 
other GCs. 

 

Table 20: Requirements for Workload Monitoring  

R / VC IDs VC1 VC2 VC3 VC4 VC5 

WM-1 X     

WM -2    X  

WM -3   X   

WM -4    X  

WM -5    X  

WM -6    X  

WM -7  X X  X 

Table 21: Requirements validation traceability for Workload 
Monitoring 

VC1 ï Validation case of monitoring distributed IT infrastructure  

The monitoring system selected is able to work in a distributed way to support cloud 
computing paradigm. The monitoring system provided offers an effective and reliable support 
of distributed IT monitoring through two possible configurations, on one hand using óproxiesô 
that can collect data locally on behalf the main monitoring server, on the other hand using 
ónodesô which are full servers that can be setup in a hierarchy of distributed monitoring. 

VC2 ï Validation case for collection of performance metrics (physical / virtual). 

The WM GC collects current CPU, memory, disk, and network (bytes transmitted and 
received) usage of both, the physical servers and virtual resources. All the information 
gathered is stored in a relational database to allow other GCs to request historical information. 
The data is collected from the monitored resources at 1 minute basis and forwarded through 
the communication middleware to other GCs via the subscription to various topics. It is also 
possible to request historical information of a fixed period of time through the submission of a 
request to the communication middleware. 

VC3 ï Validation case for virtual environments  

The monitoring system is able to work with different types of cloud providers or virtualization 
technologies through the usage of monitoring agents. The agents are deployed on a 
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monitoring target to gather operational information using native system calls. This information 
is reported to the monitoring server for further processing. 

In the case of GENiC the monitoring system is also able to work at hypervisor level, requesting 
the information to the VMWARE vCenter through API calls. The monitoring system is able to 
accommodate the gathered information in pre-defined resource prototypes (templates). 

The system uses low-level discovery rules to automatically discover the hypervisors as well as 
to support the monitoring of the lifecycle of virtual machines which can be created, deployed, 
migrated, undeployed or destroyed. 

The WM GC has been tested with VMWARE hypervisor in the main GENIC prototype (C130 
data center in Ireland) and also against ATOS servers which uses XEN and KVM virtualization 
technologies. 

VC4 ï Validation case for Security & Usability  

Encrypted communication is supported between servers, proxies, agents and senders using 
Transport Layer Security (TLS) protocol v.1.2. The monitoring system offers a centralized and 
customizable web interface for DC operators, communication with the web-servers can be 
protected using SSL. The monitoring system and the monitored resources are not accessible 
by other users or GCs, all the information is provided through the Communication Middleware 
GC. Software components are implemented to access monitoring information through the 
monitoring REST API provided; an authentication token is required to access the monitored 
resources via API. The access to the communication middleware is granted to Workload 
Monitoring GC via user/password authentication. The monitoring system deployed is able to 
incorporate new functionalities via plugin as well as support different types of storage back-
ends. 

VC5 ï Validation cases for component functionality during operation  

All required interactions with the REST API as well as with the CM GC were successfully 
tested by connecting the component to a local test environment in ATOS as well as against 
the main GENiC prototype (C130 DC). The output messages were verified with test cases to 
check that they follow the output message specifications. The monitoring systems as well as 
the associated software components have been running since beginning of Y2 operating 
continuously 24 by 7. The WM GC is able to provide monitoring information per 1 min basis as 
requested from Workload Prediction GC, the system is also able to provide historical 
information needed for the initialization of other GCs. 

3.1.10 Workload Prediction  

This component provides short-term prediction of VM workloads in terms of CPU, memory, 
disk, and network usage, as well as long-term predictions of total server power demand. 

 

Requirements Table and Validation Traceability Matrix 

The following tables list the requirements covered by the Workload Prediction according to 
the specifications and maps them to the validation cases. 

 

ID Requirement Status 

WP-1 Component is able to receive and parse workload 
monitoring input according to the GENiC interface 
specifications. 

 

WP-2 Prediction output is formatted and published 
according to the GENiC interface specifications.  
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WP-3 Component can operate continuously (24/7) without 
any human interaction.  

WP-4 Predictions for the next time slots are provided 
within the control time slot duration of Workload 
Allocation Optimisation (10 minutes). 

 

WP-5 Prediction algorithm and component functionality is 
validated against representative offline workload 
traces. 

 

Table 22: Requirements for Workload Prediction  

R / VC IDs VC1 VC2 VC3 VC3 

WP-1 X    

WP -2 X    

WP -3  X   

WP -4   X  

WP -4    X 

Table 23: Requirements validation traceability for Workload 
Prediction 

VC1 ï Validation cases pre-deployment  

Before deployment, all required interactions were successfully tested by connecting the 
component to a local test environment. Workload monitoring messages were injected from a 
trace using the Workload Generator. The prediction output messages were verified against the 
output message specifications. 

VC2 ï Validation cases during operation. 

The component was successfully tested in a beta deployment and has been running for 
months without human interaction. 

VC3 ï Validation case for time synchronization. 

We verified that both training and prediction time is well below the time slot duration of 
Workload Allocation Optimisation (10 minutes). 

VC4 ï Validation cases for prediction algorithms. 

The prediction values were validated against offline predictions computed using a Matlab 
implementation of PRACTISE and well established time series prediction algorithms. More 
details are given in [23]. 

3.1.11 Workload Allocation Optimisation  

This component provides a scalable optimisation technology to allocate workloads to servers 
in a data centre. The goal is to minimize the total IT and cooling energy consumption for 
running the servers, while satisfying the service level agreements (SLAs). 

Requirements Table and Validation Traceability Matrix 

The following tables list the requirements covered by the Workload Allocation Optimisation 
according to the specifications and maps them to the validation cases. 
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ID Requirement Status 

WAll-1 Component is able to receive and parse input from 
multiple GENiC components (Data Centre 
Configuration, Workload Prediction, and Thermal 
Prediction). 

 

WAll -2 Component should return set of actuation 
commands and short term workload prediction in 
short computation time (less than one minute).  

WAll -3 Implementation of component actuation commands 
should result in reduction in IT energy consumption. 

 

WAll -4 Due to uncertainty in the inputs, component should 
allow user to reserve proportion of resources. 

 

Table 24: Requirements for Workload Allocation Optimisation  

R / VC IDs VC1 VC2 VC3 

WAll-1 X   

WAll -2  X  

WAll -3  X  

WAll -4   X 

Table 25: Requirements validation traceability for Workload 
Allocation Optimisation 

VC1 ï Validation case for pre-deployment 

Initially dummy data was created to develop and validate the behaviour of the algorithm, 
subsequently replaced as necessary components came online. Component was tested in 
offline and online scenarios with different inputs to ensure operability and to identify possible 
issues from inputs. Additional functionality was then implemented to immediately direct user to 
the specific cause of an error emanating from erroneous input.  

VC2 ï Validation case of runtime. 

Due to the granularity typically required (optimization for 10 minute time windows), the 
component must complete in negligible runtime if the input conditions the decisions are based 
on are to remain. In light of this, a significant number of simulation runs have been performed 
for a variety of scenarios. The component was found to typically require between 1 and 2 
seconds for standard simulations. In extreme case of unlimited migrations with 583 VMs 
across 132 servers, component always completed in less than 3 seconds. 

VC3 ï Validation case of energy reduction. 

Actuation of the workload commands produced by the component has been shown to produce 
significant savings in a number of simulation based experiments, for different workload types, 
and has been tested in both online and offline settings, Figure 3-26 illustrates the savings 

achieved under different scenarios. The ñ0 migrationsò case shows the variation in 
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consumption with no server consolidation. The ñStaticMaxValò shows the reduction possible 
with a static consolidation (based on the maximum consumption of each resource over all time 
periods). Finally the ñOracleò and ñPredictionò values show the reduction possible with 
workload optimisation, even though the latter uses predicted values for VM resource 
consumption. 

 

Figure 3-26: Optimising Workload Reduction in Power Consumption 

 

This can further be evidenced in Figure 3-27, which presents the number of servers required in 

each time point for the different settings, with over 50% reduction in some time periods 
through workload optimisation.  

 

Figure 3-27: Reduction in number of servers running. 

 

Additional experimentation was performed for validating the energy efficient metric for server 
ordering. This metric, eei, is given below and approximates the energy efficiency relative to 
CPU usage for each server i: 
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ὩὩ ὴ
ὴ ὴ

ὧὴό
 

where ὴ  is the idle power of the server, ὴ  is the maximum power rating of the server, 

and ὧὴό  is the cpu capacity of the server. Performance was validated with respect to lexival 

ordering and multiple random server orderings. Of course it should be noted that this will only 
be of influence in the case where the data centre contains servers of different characteristics. 
Furthermore, while thermal preferences override this ranking if the user chooses to incorporate 
thermal information in workload optimisation, the energy efficiency will still be used in breaking 
ties in the case of thermally aware server consolidation. 

VC4 ï Validation case of resource reserve option for user. 

Evaluation of the impact of uncertainty in the inputs resulted in additional functionality being 
implemented. This functionality allows the user to specify a proportion of server resources be 
held in reserve for each server. This buffer then provides additional protection against over-
provisioning of resources due to consolidation using under predicted VM resource 
consumption. Trials were performed in simulation contexts to illustrate the advantages and 
disadvantages of different proportions of safety capacity. In particular, a smaller buffer will 
allow greater consolidation but may result in more resource over-provisioning meaning 
possibly more SLA violations. On the other hand, a larger buffer will reduce the likelihood of 
SLA violation but will also reduce the scope for consolidation and so for energy reduction by 
extension. 

 

3.1.12 Performance Optimisation  

This component distributes the workload among a cluster of distributed virtual machines in 
order to optimize resource usage. It controls the request rates of virtual machines according to 
the service level objectives and provides recommendations on service constraints and 
priorities to Workload Allocation Optimisation. 

Requirements Table and Validation Traceability Matrix 

The following tables list the requirements covered by the Performance Optimisation 
according to the specifications and maps them to the validation cases. 

 

ID Requirement Status 

PO-1 Component is able to receive and parse workload 
monitoring input according to the GENiC interface 
specifications. 

 

PO-2 Output to Workload Allocation is formatted and 
published according to the GENiC interface 
specifications. 

 

PO-3 Component can operate continuously (24/7) without 
any human interaction.  

PO-4 Functionality tested in local test bed independent of 
GENiC platform.  

PO-5 Workload balancing consistently ensures high 
throughput.  

Table 26: Requirements for Performance Optimisation  
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R / VC IDs VC1 VC2 VC3 VC4 

PO-1 X  X  

PO -2  X   

PO -3  X   

PO -4   X  

PO -5    X 

Table 27: Requirements validation traceability for Performance 
Optimisation  

VC1 ï Validation cases pre-deployment. 

Before deployment, all required interactions were successfully tested by connecting the 
component to a local test environment. Workload performance optimisation requests and data 
centre configuration messages were injected and the output was verified against the output 
message specifications. 

VC2 ï Validation cases during operation. 

The component was successfully tested in a beta deployment and has been running for 
months without human interaction. 

VC3 ï Validation cases for load distribution. 

We verified the load distribution functionality in a local test bed against real world applications, 
particularly against MediaWiki, the open source platform used to run Wikipedia. 

VC4 ï Validation cases for handling throughputs. 

We verified in a local test bed that the load balancing is able to handle throughputs greater 
than 1500 requests per second. 

3.1.13 Workload Actuation  

Workload actuation services are used to execute workload commands coming from the 
allocations generated by Workload Allocation Optimisation GC. There are two groups of 
commands that are implemented. On one hand there is power control over servers in C130 
(remote on/off). The controls are executed via DELL API installed on iDRAC7 cards on each 
server. On the other hand the capability to suspend, start, stops, create, delete and move 
virtual machines between servers, the API used for the second group, is a Python based 
module that can operate with our VMWARE environment. 

Requirements Table and Validation Traceability Matrix 

The following tables list the requirements covered by the Workload Actuation according to 
the specifications and maps them to the validation cases. 

 

ID Requirement Status 

WAct-1 The component enables cloud virtualization layer 
management allowing migrations and CRUD 
operations over the virtual resources.  

WAct-2 The component enables remote power control over 
servers in the main demo site (C130). 

 


































































































