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Executive Summary 

The aim of the GENiC project is to develop an integrated management and control platform for 
data center wide optimization of energy consumption by integrating monitoring and control of 
computation, communication, data storage, cooling, local and renewable power generation, 
energy storage, and waste heat recovery. The platform will include open interfaces and a 
common data format, and provide control and optimization functions and decision support 
tools to achieve a substantial reduction in energy consumption. 

The fundamental premise of GENiC is that the energy consuming equipment in data centers 
must be supplemented with renewable energy generation and energy storage equipment and 
operated as a complete system to achieve an optimal energy and emissions outcome. This 
vision is centered on the development of a hierarchical control system to operate all of the 
primary data center components in an optimal and coordinated manner. The goal is to mini-
mize energy use through manipulation of local equipment controller set points and provision of 
optimized control of computing load and cooling distribution. 

This document outlines the key architecture components of the GENiC platform: Supervisory 
components, design tools, workload management, power & renewable energy sources man-
agement, thermal management, and the integration framework. Both the supervisory compo-
nents and design tools are central not only to the coordination of the energy supply and de-
mand of the entire data center, but also to the optimal and energy efficient operation of the 
three local control components, namely power, thermal, and workload management. The inte-
gration framework is to provide communication and data storage means to all other compo-
nents.  

The proposed GENiC architecture enables holistic optimization of the data center energy con-
sumption, with particular focus on data center operation. This document highlights several use 
cases, showing how different parts of the GENiC system operate as whole and individually, 
and details the required interactions between the components of the architecture for achieving 
a system wide optimization of the energy consumption.  
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1 Introduction 

The aim of the GENiC project is to develop an integrated management and control platform for 
data center wide optimization of energy consumption by integrating monitoring and control of 
computation, communication, data storage, cooling, local and renewable power generation, 
energy storage, and waste heat recovery. The platform will include open interfaces and a 
common data format, and provide control and optimization functions and decision support 
tools to achieve a substantial reduction in energy consumption. 

The fundamental premise of GENiC is that the energy consuming equipment in data centers 
must be supplemented with renewable energy generation and energy storage equipment and 
operated as a complete system to achieve an optimal energy and emissions outcome. This 
vision is centered on the development of a hierarchical control system to operate all of the 
primary data center components in an optimal and coordinated manner. The goal is to mini-
mize energy use through manipulation of local equipment controller set points and provision of 
optimized control of computing load and cooling distribution. 

The GENiC architecture aims at addressing the following challenges: 

¶ Use of system-level technologies and associated services that monitor energy con-
sumption and automatically optimize power, cooling, computing, storage, and data 
transmission operations of a data center in terms of energy consumption, environmen-
tal impact, and cost policies; 

¶ Integration of renewable energy sources for powering data centers; and 

¶ Development of data centers powered at a desirable level or above by renewable en-
ergy sources. 

Specifically, the architecture focuses on improving the state-of-practices in todayôs data cen-
ters with regards to the following perspectives: 

¶ Development of novel IT workload models, which help improving both the energy 
aware load management of data centers and their PUE; 

¶ Development of performance aware load distribution within and between data centers 
to reduce cooling requirements and improve energy efficiency; and 

¶ Novel optimization algorithms for geographically distributed data centers, taking ad-
vance of IT load shifting between the data centers. 

The proposed architecture will advance the following aspects beyond the state-of-the-art: 

¶ It specifies an integrated IT load and energy management platform for a data center 
wide optimization of energy utilization under changing computing loads and environ-
mental conditions. The platform is the building block to integrate and optimize a very 
diverse set of data center components to create a new level of integration and the best 
architecture for integrating supervisory controls with IT load management. 

¶ The architecture will define a platform with open interfaces and a common data model 
that enables the integration of a diverse set of components.  

¶ The architecture enables the full-fledged automation and interactive decision support 
for optimizing data center energy efficiency, with particular focus on operational phas-
es of data centers. 

Users of the GENiC system will have the following benefits: 

¶ IT service providers / data center owners: 

­ Cost transparency, 

­ Lower operational cost, resulting from lower energy cost, and 

­ Better cost-performance ratio. 
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¶ Data center operators / facility managers: 

­ Energy/cost savings without violating service level agreements (SLAs), 

­ Automatic control over several complex components, 

­ Monitoring and decision support tools, and 

­ Fault tolerance. 

¶ Data center planners: 

­ Design criteria for energy- and cost-efficient data centers, and 

­ Optimization tool chain. 

¶ Energy providers: 

­ Better distribution of available energy resource, and 

­ Thriving renewable energy market. 

Objectives of this document 

The main aim of this document is to specify the requirements for a GENiC system. Use case 
scenarios are identified and analyzed in detail to validate and assess the importance of the 
requirements. Another focus is given to the identification of tools and supporting subsystems 
that would allow a data center operator to have at any time an overview on the past and cur-
rent operating states of the data center and to assist him/her to intervene correctly in case of 
critical events. In addition, the overall architecture asks for bringing together a wide range of 
hitherto not integrated components: data center thermal and cooling monitoring, data center 
workload management and balancing, data center cooling equipment, building operations, and 
(renewable) energy management. The pure difference already in focus, terminology and opti-
mization objectives will require a significant investment in the development of a cohesive ap-
proach that can be understood by all involved parties.  

Composition of this document 

This document is composed of two parts: (i) Summary and details of the envisioned architec-
ture, and (ii) uses cases corresponding to different components of GENiC. The first part de-
scribes the key architecture components, in fulfillment of the aforementioned objectives. The 
main foci are two-fold: to describe the high level functionalities of each component and to inte-
grate all components by matching their input and output information requested by and provid-
ed to other components. The second part ï the use cases ï serves two purposes. First, the 
use cases visually illustrate how the individual components are used in an integrated manner 
to address several specific challenges that data center planners and operators. Second, the 
use cases can be considered as a validation of the proposed architecture, especially in terms 
of component functionality and integration. The use cases focus on automating data center 
operation and providing decision support for data center planners and operators with the main 
goal of improving the energy efficiency and integrating renewable energy sources.  

This is the first attempt of developing the architecture for such an integrated platform. The pro-
posed architecture presented in the following chapters is thus a preliminary version with few 
assumptions which are subject to changes. During the course of the project, the architecture 
will be continuously modified and refined when deemed appropriate. 

Another point worth mentioning with respect to the proposed architecture are the differences 
between the presented architecture and the demonstration that will take place at the end of the 
project. The presented architecture in this document is designed for the optimal cases, assum-
ing the availability of renewable energy sources and full support of local control units, such as 
virtualization infrastructure and cooling facilities. However, the demonstration will differ from 
this architecture, due to the lack of renewable energy resources at the demo site, i.e., at the 
CIT campus in Cork, and the fact that we have only partial control over the local control units. 
As a result, the presented architecture is a full featured one and the demo architecture will just 
contain part of the functionality. 
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Outline of this document 

The outline of this document is as follows: The architecture overview is first presented, high-
lighting the key architecture components. Next, several use cases covering all components of 
the GENiC platform are described. The following chapters are then dedicated to the specifica-
tions of the key component groups, which integrate components with high dependencies and 
shared high level objectives. In particular, those chapters detail the specification of the design 
tools, supervisory components, integration framework, workload management, thermal man-
agement, and power & renewable energy sources management, and their interactions. 
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2 Architecture Overview 

2.1 Overview 

The general architecture of the GENiC system is shown in Figure 2-1. It consists of a number 
of GENiC Components (GCs). Components that share a common or similar objective are 
grouped together and form a GENiC Component Group (GCG). 

The following GCGs are identified:  

¶ Design Tools GCG 

¶ Supervision GCG 

¶ Integration Framework GCG 

¶ Workload Management GCG 

¶ Thermal Management GCG 

¶ Power & Renewable Energy Sources (RES) Management GCG 

 

 

 

Figure 2-1: Functional architecture of the GENiC system 
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2.2 GENiC Components 

A GC is in general characterized by its 

¶ Objectives  
Objectives are the services the GC will provide to the GENiC system, and/or to other GCs. 
The GC should fulfill certain requirements to be efficient and useful to the system. 

 

¶ System Prerequisites  
Each GC may have basic prerequisites, e.g. availability of equipment, software (virtuali-
zation technology, mathematical software, é) or services within the data center where the 
GENiC system will be deployed. Examples:  

­ Specific type of interface for interacting with the cooling system 

­ Specific virtualization technology 

­ Specific mathematical solvers 
Each GC may require configuration data to specify system parameters or to build/tune in-
ternal models. Examples of configuration data: 

­ Data center layout, e.g. room size, number of servers/racks/aisles 

­ Equipment specifications, e.g. power profile of chillers, air handling unit, and servers, 
server/memory/network/storage capacity 

­ System constraints, e.g. the level of migration (across servers, racks, or data centers) 
 

¶ Interactions among GCs 
Each GC will interact with other GCs by relying on inputs from and/or providing outputs to 
other GCs. Exchanged data can be static (i.e. sensor locations) or dynamic (e.g. sensor 
data).  

 

¶ Additional Information 
Besides the above three characteristics, the description of a GC may contain further infor-
mation such as 

­ Functions: 
A GC may be split into multiple functions, each function providing a certain service. 
This includes, for example, interfacing with the data center building infrastructure.  

­ Tools: 
A GC may produce a tool chain. Relevant information for the architecture specification 
includes: 
Á Tool(s), language(s), and protocol(s) 
Á Frequency of execution (ñHow often does it run?ò), execution time 
Á Input/output data formats 

­ Potential and/or existing implementations: 
Implementations may exist already for some GCs. In this case, we will not develop a 
new but rather re-use an existing one that fulfills our requirements. 

As mentioned above, to perform its objectives a GC needs to interact by exchanging infor-
mation with other GCs. This information exchange is done in general using the services of the 
Communication Middleware GC and the Data Repository GC. This ñstandardizedò communica-
tion principle simplifies the design and addition of new CGs and should also apply to the com-
munication between GCs within a GCG, except for the cases where it can be shown that a di-
rect communication between the involved GCs is significantly more efficient. 

In the next section, the interactions between the GCs are described by means of sample use 
cases, while the characteristics of the individual GCs are described in detail in sections 4  
to 9. 



Deliverable Title: Requirements & Draft Architecture Dissemination Level: Public 

ï 6 ï 

3 Use Cases 

GENiC will develop an integrated management and control platform for data center wide opti-
mization of energy consumption. We define four classes of use cases for the GENiC system: 

¶ Use cases for the design phase, 

¶ Use cases for the commissioning phase, 

¶ Use cases for normal operation, and 

¶ Use cases for exceptional situations. 

All communication goes via the Communication Middleware GC. Data is stored and retrieved 
by the Data Repository GC. For the sake of simplicity, these components are not mentioned 
explicitly in the description of the use case scenarios.  
 

3.1 Design Phase 

Target groups:  

¶ Data center planners / designers 

¶ GENiC system integrators / GENiC developers 

¶ Data center operators 

3.1.1 Multi Data Center Workload Allocation 

Context: 

¶ Multi-tenant data centers host several clients, each of which has hundreds or thou-
sands of geographically dispersed virtual machines (VMs).  

¶ Due to the limited network bandwidth and business confidentiality, the allocation of a 
subset of clients VMs needs to be decided by setting up contracts with clients. 

¶ The GENiC system is able to provide a pre-allocation of a subset of VMs onto geo-
graphically dispersed data centers to minimize the total energy cost by exploiting ener-
gy cost differentials across multiple data centers based on historic trends data. 

Scenario: 

This use case scenario is outlined in Figure 3-1. 

1. A data center operator receives a new request of a client, who has a large number of 
VMs with certain geographic preferences. The data center operator asks Multi Data 
Center Optimization GC to map VMs to multiple data centers. 

 

 

Figure 3-1: Multi data center workload allocation 
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2. Multi Data Center Optimization GC collects external data and forecasts the following 
two metrics for a rather long optimization interval: 

a. an energy related metric (including energy efficiency, renewable energy mix 
and energy prices) for all data centers involved, and 

b. the demands of VMs. 

3. Multi Data Center Optimization GC replies how to distribute the clientôs VMs onto dif-
ferent data centers. 

GENiC components: 

¶ Multi Data Center Optimization 

¶ External Data Acquisition 

¶ Workload Prediction 

3.1.2 Decision Support for Renewable Energy Sources Deployment 

Context: 

¶ Renewable energy sources (RES) technology will be integrated in the data center. 

¶ The selection, implementation, and integration of these technologies are complex deci-
sion processes that require decision support tools. 

¶ There are different goals that do not always go in the same direction (e.g. cost-
effectiveness, power reliability, and carbon emission).  A multiple criteria approach will 
be needed. 

¶ There are a large number of parameters to be considered, e.g. 

­ Location (urban area, isolated area, etc.), 

­ Long-term climate conditions, 

­ Long-term availability of all kind of RES, 

­ Area (building size or size available to install RES technologies), 

­ Total power demand to cover (long-term prediction), 

­ Legal incentives, 

­ Cost analysis and maintenance cost, and 

­ Socio-economic indicators. 

¶ This requires a decision support for the selection of a RES technology that is best suited 
to a given installation and location, and a deployment plan for its RES integration. 

Scenario: 

This use case scenario is outlined in Figure 3-2. 

1. Data center planner wants to determine the best and cost-effective RES system to be 
installed in a given data center at a given location. 

2. Data center planner provides the required inputs and specifications to the Decision 
Support for RES Integration GC to get advice for taking the best decision. 

3. The Decision Support for RES Integration GC uses historical weather data, available 
local resources, and other information needed to identify the best RES technologies. 

4. The data center planner gets as an output the best RES technology to be installed at 
the given location (x kW wind power, x kW PV solar, x kW batteries, x kW biomass en-
ergy source).  

5. The RES system is integrated or deployed in the data center (commissioning phase) 
by the system integrator. 

6. The data center configuration has structural or functional changes (size, more racks, 
more CRAC units, é).  

7. Decision support tool refines or reconfigures RES system deployment plan. 
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Figure 3-2: Decision support for RES deployment 

 

Steps 6 and 7 are repeated if the configuration changes. 
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Figure 3-3: Communication between Simulators GC and the GENiC platform 
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Figure 3-4: Wireless sensor network deployment 

 

Scenario: 

This use case scenario is outlined in Figure 3-4. 

1. System integrator captures baseline environment characterization for radio propagation 
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Figure 3-5: GENiC platform configuration 
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­ Minimization of total energy consumption, 

­ Minimization of total energy costs, 

­ Maximization of local RES power use, 

­ Minimization of carbon emissions, 

­ Minimization of application response times,  

­ Minimization of SLA violation, e.g., the target response times and throughput,  

­ Maximization of application throughput, and 

­ Combinations of the above (with weighting factors / priorities). 

¶ Supervisory intelligence automatically determines the energy supply mix and allocates 
energy to IT and cooling systems at fixed time intervals. 

Scenario: 

This use case scenario is outlined in Figure 3-6. 

1. The monitoring components, i.e. 

a. Workload Monitoring GC,  

b. Thermal & Environment Monitoring GC, and 

c. Power Monitoring GC,  

collect the required information to estimate power supply, workload demand, and cool-
ing demand. 

2. The monitoring components forward the relevant information to the prediction compo-
nents, i.e.  

a. Workload Prediction GC,  

b. Thermal Prediction GC, and 

c. Power Prediction GC. 

3. The prediction components provide short-term profiles and long-term trends to Super-
visory Intelligence GC. 

Note: The interactions of Thermal Prediction GC and Power Prediction GC with Super-
visory Intelligence GC and actuation components are illustrated in more detail in Sec-
tion 3.3.2.  

4. Supervisory Intelligence GC combines the demand, supply, and optimization criteria 
and provides a set of recommendations to VM Migrator GC, Workload Allocation GC, 
Thermal Actuation GC, and Power Actuation GC in a coordinated manner.  
For example,  

a. workload related components, i.e. Workload Allocation GC and Workload Mi-
grator GC, receive the target loads for the servers,  

b. Thermal Actuation GC receives the thermal set points, and  

c. Power Actuation GC receives the preferred energy supply mix. 

5. Based on the recommendation from Supervisory Intelligence, local components decide 
the actual control actions and communicate them to the actuation components.   

a. Workload Allocation GC and VM Migrator GC decide how to map arriving VMs 
to the physical servers and decide individual VM loads. 

b. Thermal Actuation GC applies cooling system set points. 

c. Power Actuation GC applies power and RES system set points. 

GENiC components: 

¶ Workload Monitoring, Thermal & Environment Monitoring, Power Monitoring 

¶ Workload Prediction, Thermal Prediction, Power Prediction 

¶ Supervisory Intelligence 

¶ VM Migrator, Workload Allocation, Workload Actuation, Thermal Actuation, Power Actuation 
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Figure 3-6: Coordination of workload, thermal and power management 

 

3.3.2 Control Support by Thermal Prediction and Power Prediction  

Context: 

¶ Prediction models support the control decision on different levels. Long-term prediction 
trends are provided to Supervisory Intelligence GC to support policy decisions. Mean-
while, more detailed short-term profiles are provided directly to actuation components 
to the local control decisions within the respective GCGs. 

Scenario: 

This use case scenario is outlined in Figure 3-7. 

1. Long-term prediction trends are provided to Supervisory Intelligence GC. 

2. Short-term prediction profiles are provided to Thermal Actuation GC and Power Actua-
tion GC. 

3. Supervisory Intelligence GC provides policies for Workload Actuation GC, Thermal Ac-
tuation GC, and Power Actuation GC, based on user requirements. 

Workload
Monitoring

Thermal & 
Environment
Monitoring

Power
Monitoring

Supervisory Intelligence

Workload 
Prediction

Thermal 
Prediction

Power
Prediction

Workload
Actuation

Thermal
Actuation

Power
Actuation

Workload 
Allocation

VM 
Migrator

1a 1b 1c

2a 2b 2c

3a 3b 3c

4a

4b 4c

5a

5b 5c



Deliverable Title: Requirements & Draft Architecture Dissemination Level: Public 

ï 14 ï 

 

 

Figure 3-7: Control support by Thermal Prediction GC and Power Prediction GC  

 

4. Actuation components consider policy and execute control signal to lower layer of con-
trol (individual devices) with support of short-term prediction profiles 

5. Monitoring components, i.e. Workload Monitoring GC, Thermal & Environment Monitor-
ing GC, and Power Monitoring GC provide process signal feedback. 

GENiC components: 

¶ Human-Machine-Interface (HMI) 

¶ External Data Acquisition 

¶ Workload Monitoring, Thermal & Environment Monitoring, Power Monitoring 

¶ Thermal Prediction, Power Prediction 

¶ Supervisory Intelligence 

¶ Workload Actuation, Thermal Actuation, Power Actuation 

3.3.3 What-If Analysis for Workload Management 

Context: 

¶ Data center operators have certain questions/concerns with respect to current VM exe-
cution and operational temperature. 

¶ Data center operators would like to explore several what-if scenarios regarding differ-
ent energy and performance metrics, such as the change of response times if certain 
types of VMs always execute together, the impact on the devices reliability if tempera-
ture is set higher/lower, etc. 

Scenario: 

This use case scenario is outlined in Figure 3-8. 

1. Data center operator has a what-if question that only involves the prediction of applica-
tion performance when applying certain VM allocation solutions, such as 3 VMs  
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Figure 3-8: What-if analysis for workload management 

 

of type one application co-located with 4 VMs of type two applications. Data center op-
erator sends such question via Human-Machine-Interface (HMI) GC. 

2. HMI GC forwards the what-if questions to VM Migrator GC. 

3. VM Migrator GC computes the average and tail response times of type one and type 
two applications and forwards the information to HMI GC.  

4. HMI GC displays the answers computed by VM Migrator GC. 

GENiC components: 

¶ Human-Machine-Interface (HMI) 

¶ VM Migrator 

 

3.4 Exceptional Situations 

Exceptional situations may arise, for example, because of equipment failure or because of 
maintenance tasks.  

Target groups:  

¶ Data center operators / facility managers 

3.4.1 Cooling System Equipment Failure 

Context: 

¶ Equipment failure of cooling system components may have a strong influence on the 
available cooling capacity.  

¶ In such a situation, the IT workload has to be coordinated in a way not to exceed the 
maximum available cooling capacity. 

¶ Furthermore, an alert has to be generated to inform the data center operator of the 
problem.  

¶ Example: Fan of an air handling unit in the data center room suddenly stops working. 

Scenario: 

This use case scenario is outlined in Figure 3-9. 

1. A single cooling device (e.g. air handling unit) fails. 

2. Supervisory Fault Detection & Diagnostics (FDD) GC receives 

a. fault information data from Thermal FDD GC,  

b. temperature data from Thermal & Environment Monitoring GC, and 

c. thermal short-term prediction data from Thermal Prediction GC. 
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Figure 3-9: Cooling system equipment failure 

 

3. Based on this information (unexpected increase of local temperature, faults information 
data from the cooling device, or a combination of both), the Supervisory FDD GC de-
tects a deviation from normal operation and reports aggregated faults information  

a. to the Supervisory Intelligence GC, and 

b. to the Human-Machine-Interface (HMI) GC. 

4. Supervisory Intelligence GC changes set points for Workload, Thermal and Power 
Management GCGs to adapt to the new situation with reduced cooling capacity (if such 
an action is required/possible) and reports actions information for the data center oper-
ator to the HMI GC. 

5. HMI GC issues a warning to the data center operator and, if available, provides infor-
mation on how to solve the problem to the data center operator. 

6. Data center operator fixes the cooling device. Cooling device is now operational again. 

7. Supervisory FDD GC receives updated 

a. fault information data from Thermal FDD GC, 

b. temperature data from Thermal & Environment Monitoring GC, and 

c. thermal short-term prediction data from Thermal Prediction GC. 

8. Based on this information, the Supervisory FDD GC concludes that the cooling system 
is fully operational and reports this  

a. to the Supervisory Intelligence GC, and 

b. to the HMI GC. 

9. Supervisory Intelligence GC returns to normal operation (i.e. changes set points and 
reports actions information to the HMI GC). 

10. HMI GC deletes the alert and returns to normal operation. 
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GENiC components: 

¶ Thermal & Environment Monitoring 

¶ Thermal Fault Detection & Diagnostics (FDD) 

¶ Thermal Prediction 

¶ Supervisory Fault Detection & Diagnostics (FDD) 

¶ Human-Machine-Interface (HMI) 

¶ Supervisory Intelligence 

3.4.2 FDD Support by Thermal and Power Prediction  

Context: 

¶ Short-term prediction profiles may be used for FDD purposes. Prediction model makes 
a forecast depending on the set points of the Actuator GCs. The predicted values will 
be provided to the FDD components for comparison with the measured performance 
data. 

Scenario: 

This use case scenario is outlined in Figure 3-10. 

1. Actuation components send control signals to devices as well as to the predictions 
components. 

2. Short-term prediction model computes theoretical future profiles of monitoring values 
based on control signal (theoretical process signal feedback). 

3. Monitoring components send process signal feedback to Supervisory FDD GC for 
comparison. 

4. If that comparison is out of tolerance Supervisory FDD GC sends fault information to 
Supervisory Intelligence GC. 

 

 

Figure 3-10: FDD support by Thermal Prediction GC and Power Prediction GC  
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GENiC components:  

¶ Thermal Prediction, Power Prediction 

¶ Thermal & Environment Monitoring, Power Monitoring 

¶ Supervisory Fault Detection & Diagnostics (FDD) 

¶ Supervisory Intelligence 

3.4.3 Wireless Sensor Network Maintenance  

Context: 

¶ A fault occurs in the wireless sensor network, in such a situation the fault must be 
identified and localized. 

¶ An alert has to be generated to inform the data center operator of the problem.  

¶ Examples: Device failure, battery depletion, firmware fault, and data measurements 
outside expected ranges.  

Scenario: 

This use case scenario is outlined in Figure 3-11. 

1. Wireless sensor network has been deployed and is operational with the Thermal & En-
vironment Monitoring GC providing sensor data, network statistics and device statistics 
to WSN Design Tool GC. 

2. The WSN Design Tool GC performs fault detection and diagnosis and identifies anom-
alies in expected performance or behavior in the network. Based on the fault type iden-
tified, an action is recommended. 

3. This fault is reported to the Supervisory FDD GC. 

4. An alarm is reported to the HMI GC to inform the data center operator and, if available, 
provides information on how to solve the problem to the data center operator, e.g. re-
place device, replace battery, ... 

5. Based on the alarm received the data center operator can implement the appropriate 
action. This action may require an update to the WSN configuration and in such cases 
the WSN Design Tool GC refines the deployment plan (this process is described in 
Section 3.2.1).  

GENiC components: 

¶ WSN Design Tool, Thermal & Environment Monitoring 

¶ Human-Machine-Interface (HMI) 

¶ Supervisory Fault Detection & Diagnostics (FDD) 

 

 

Figure 3-11: Wireless sensor network maintenance 
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4 Component Specifications: Design Tools 

The Design Tools GCG (cf. Figure 4-1) includes all GENiC components that provide decision 
support for data center planners, GENiC system integrators, and data center operators.  

The Design Tools GCG consists of the following GCs: 

¶ Multi Data Center Optimization 

¶ Decision Support for RES Integration 

¶ WSN Design Tool 

¶ Simulators  

The Multi Data Center Optimization GC provides a tool to optimally allocate workload amongst 
a set of geographically distributed data centers with respect to energy and cost related met-
rics. The Decision Support for RES Integration GC can be used by data center planners to de-
termine the most cost-efficient renewable energy sources (RES) system to install in a data 
center. The WSN Design Tool GC provides a tool to capture system and application level re-
quirements for data centers wireless infrastructure deployments. Finally, the Simulators GC 
provides the means to test and tune the GENiC platform before installing it in the actual data 
center.   

 

 

Figure 4-1: Design Tools GCG 

 

4.1 Multi Data Center Optimization 

Component Specification Leader: UCC 

4.1.1 Objectives 

¶ Develop scalable optimization technology for allocating workloads amongst a set of geo-
graphically distributed data centers in order to minimize the total energy cost by exploiting 
energy cost differentials across multiple locations. 

¶ Develop online stochastic optimization techniques that can (de)activate servers in order to 
optimize a given energy-related objective in the face of dynamic energy prices.  

¶ Develop machine learning-based approaches to predicting local energy prices to support 
preemptive optimization. 

4.1.2 System Prerequisites 

¶ Data center specifications (including regional information) like their locations, number of 
servers/aisles/racks and their attributes,  idle requirements of servers/aisles/racks, impact 
of transiting states of servers on the cost-model  
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¶ System constraints like migration, preemption, colocation, anti-colocation  

¶ Cost of VM migration, transiting states of servers, load of a server,  

¶ Configuration data: 

­ Locations of data centers 

­ Number of aisles and racks in each data center, number of servers in each rack 

­ Attributes of servers/racks/aisles 

­ Set of resources 

­ Capacity of resources available at each server 

¶ Mathematical software: 

­ CP solvers: Choco, Gecode, Numberjack 

­ Mip solvers: CPLEX, Gurobi 

­ Local search solver: Localsolver 

­ Sat solvers: Minisat, Sat4j, plingeling 

­ IDE: Eclipse for C and Javaÿ 

4.1.3 Interactions 

Inputs from other GCs: 

Input Provided by 

Workload data sets  

­ Current resource utilization of servers 

Workload Monitoring 

VM workload short/long-term demand Workload Prediction 

Historical grid energy prices External Data Acquisition 

Optimal workload distribution profile Supervisory Intelligence 

Optimal temperature set points 

Outputs to other GCs: 

Output Provided to 

Prediction of grid energy price (for different locations) Supervisory Intelligence 

Power Prediction 

Power Actuation 

VM assignment to data centers Human-Machine-Interface 

4.1.4 Additional Information 

4.1.4.1 Provided Tools 

A parameterizable tool will be developed that is scalable for solving very large instances of the 
cost-aware data center assignment problem. 

¶ Assignment of new virtual machine to servers 

¶ Reassignment of virtual machines to servers  

¶ Providing support for both homogeneous and heterogeneous virtual machines, and a vari-
ety of objective functions. 

Languages C, Java 

Frequency of 
execution 

10 minutes, 30 minutes, or hourly 

Input/output 
data format 

csv 
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4.2 Decision Support for RES Integration 

Component Specification Leader: ACC 

4.2.1 Objectives 

¶ Decision support for renewable energy sources (RES) integration. 

¶ Tool that takes into account multiple criteria analysis approach to compare supply reliabil-
ity, economics, financial risks and environmental impacts with aim to improve the quality 
and transparency of decision-making. 

¶ Determine best cost-effective RES system to install in a data center. 

¶ Requirements: 

­ The optimal decision will be obtained no more than 5-10 minutes. 

­ The tool will give the best RES technology to be installed according to the input data. 

4.2.2 System Prerequisites 

¶ Data file with weather and RES availability profile (long-term). 

¶ External data acquisition / user inputs: 

­ Data center layout 

­ Weather profile (long-term basis ) 

­ RES availability (long-term basis) 

­ Policies and incentives  

­ Prices of grid power 

­ Fuel supply prices 

­ Data center size (predicted power consumption) 

­ Investment, payback 

­ Pollution, air quality 

4.2.3 Interactions 

Inputs from other GCs: 

Input Provided by 

Current grid energy prices External Data Acquisition 

Historical weather data 

Predicted maximum data center power demand  Simulators 

Outputs to other GCs: 

Output Provided to 

Best RES technologies Human-Machine-Interface 

Economic and financial outputs 

4.2.4 Additional Information 

4.2.4.1 Provided Tools 

Tools Decision support tool for RES integration 

Languages Excel VBA, TRNSYS, sam 

Frequency of 
execution 

manual 

Input/output 
data format 

Metadata, XLM, xls, dat 
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4.3 WSN Design Tool 

Component Specification Leader: CIT 

4.3.1 Objectives 

Provide a tool to capture system/application level requirements for data centers wireless infra-
structure deployments. Based on pre-determined sensor device locations the tool is used to 
optimize the position of repeater or gateway devices to ensure reliable wireless communica-
tions between devices. Post deployment this tool can be used to monitor the wireless network 
performance, topology and identify faults within the network.  

4.3.2 System Prerequisites 

¶ System constraints:  

­ Require internet connection to use tool services  

¶ Configuration data: 

­ Environment geometry: The data center needs to be specified in terms of the layout of 
the internal structure (walls, doors), server racks and their material types. This infor-
mation can be extracted from a number of sources such as AutoCAD. The environment 
geometry is an integral part of the design step as it is required to model the link quality 
between wireless devices. 

­ Characterize environment description: For baseline environment definition, a site sur-
vey must be performed to tune the propagation model for the data center environment. 
This is a one-time activity and need not be repeated for similar data center environ-
ments.  

­ Device (sensors, gateways, repeaters) requirements: The areas or zones (can be a 
point, line or region) where sensors should be placed must be specified. The sensor 
requirements encapsulate the type of device which in turn provides a link to a sensor 
model representing the physical properties of the device (sensitivity threshold, radiation 
pattern, transmit power range, current draw profile based on datasheet, energy re-
quirements, e.g. line power or battery, etc.).  

­ Network requirements: Specification of topology type i.e. single- or multi-hop, frequen-
cy, preferred channel.  

­ Application requirements: sensing intervals & traffic type (event or periodic), device Id 
(IP or tag address).    

¶ System Prerequisites : 

­ Sensor faults knowledge base 

­ Access to real-time and historical data (sensor, network, and device statistics values) 
Á WSN network statistics: Packets sent, packets received, packets forwarded, ETX   
Á WSN device statistics and information: Battery level/voltage, reading valid, 

timestamp, device Id, RSSI, LQI   

4.3.3 Interactions 

Inputs from other GCs: 

Input Provided by 

Sensor measurement data (see Section 8.1.3.2 for 
full list) 

Thermal & Environment Monitoring 

WSN network statistics (e.g. packets sent, packets 
received, packets forwarded, ETX, RSSI, LQI) 

WSN device information (e.g. battery level/voltage) 

Network topology data 
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Outputs to other GCs: 

Output Provided to 

Deployment plan Thermal & Environment Monitoring 

  Device (sensor, gateway & repeater), profiles (Id, 
transmit power, position) 

Network profile (frequency, channel, topology type) 

Application profile (sensing interval/type, default re-
porting rates if any) 

Sensor fault information Supervisory FDD 

Thermal FDD 

Environment description Human-Machine-Interface 

4.3.4 Additional Information 

4.3.4.1 Functions 

¶ Based on pre-determined sensor type and position identify gateway and repeater place-
ment  

¶ WSN fault detection, fault localization  

¶ Maintenance: Alarm raised to trigger human in the loop to replace fault devices, are notifi-
cations sent to maintenance staff etc 

4.3.4.2 Provided Tools 

Tools Wireless infrastructure design tool 

Languages C# 

Protocols AMQP (RabbitMQ) 

Frequency of 
execution 

Initial design, update design if needed  

Input/output 
data format 

Multiple output formats supported (JSON, XML, text, é)  

4.4 Simulators 

Component Specification Leader: TU/e 

4.4.1 Objectives 

The objective is to create holistic and scalable simulation model of the data center which will 
provide a virtual response just as the real system. The intention is to test the performance of 
the GENiC system before implementation in the real data center. The Simulators GC will con-
sist of three general models: Workload model, power supply model (with backup sub-model) 
and thermal model (with HVAC system and building sub-models).  

4.4.2 System Prerequisites 

¶ System models for IT, thermal and power systems 

¶ Simulation environment  

¶ Specification of control system evaluation criteria 

¶ Communication with GENiC platform,  e.g. via Building Controls Virtual Test Bed  

¶ Configuration data: 

­ HVAC system parameters 

­ Power system parameters 
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­ IT system parameters 

­ Building parameters (data center location, room arrangement) 

­ Sample data center utilization 

­ Sample weather data 

­ Sample grid data 

­ Initial measurements for calibration 

Three auxiliary data files are required: Sample weather data, sample data center utilization 
and sample grid data (see Figure 4-2) to provide a fictitious operating scenario for testing of 
the platform. 

4.4.3 Interactions 

Inputs from other GCs: 

Input Provided by 

Assignment of VMs to servers Workload Allocation 

VM Migrator 

Thermal control profile Thermal Actuation 

Power system operation set point Power Actuation 

Historical weather data External Data Acquisition 

Outputs to other GCs: 

Output Provided to 

Thermal system response Thermal & Environment Monitoring 

Power system response Power Monitoring 

Predicted maximum  data center power demand  Decision Support for RES Integration 

4.4.4 Additional Information 

4.4.4.1 Functions 

The Simulators GC has two main functions. First, it will support development of the GENiC 
platform. Individual GCs or GCGs can be tested and debugged using Simulators GC during 
the development phase of the project.  

Second, the Simulators GC will provide an initial configuration for the GENiC platform during 
system commissioning.  

The holistic model should describe a wide range of common system configurations and data 
center room arrangements. 

Figure 4-2 shows essential energy and communication paths. These parts together create a 
holistic model which will provide virtual response for the GENiC platform.  

4.4.4.2 Provided Tools 

Tools Simulator for testing the GCs/GCGs during the development phase 

Languages TRNSYS, Modellica/Dymola , BCVTB 
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Figure 4-2:  Simulators GC 

 

  



Deliverable Title: Requirements & Draft Architecture Dissemination Level: Public 

ï 26 ï 

5 Component Specifications: Supervision 

The Supervision GCG (cf. Figure 5-1) includes the GENiC components required for optimal 
coordination of workload, thermal, and power management, as well as supervisory fault detec-
tion and diagnostics.    

The Design Tools GCG consists of the following GCs: 

¶ Supervisory Intelligence 

¶ Supervisory Fault Detection & Diagnostics (FDD) 

¶ Human-Machine-Interface (HMI) 

The Supervisory Intelligence GC provides set points and policies for the actuation components 
in the Workload Management, Thermal Management and Power Management GCGs, based 
on information from monitoring and prediction components in these GCGs. The Supervisory 
FDD GC compares predicted values with measurement data and collects and evaluates fault 
information to detect and diagnose system anomalies. The Human-Machine-Interface GC pro-
vides a user interface for data center operators to monitor and evaluate data provided by indi-
vidual GCs and to manage the GENiC system.  

 

Figure 5-1: Supervision GCG 

 

5.1 Supervisory Intelligence 

Component Specification Leader: UTRC-I 

5.1.1 Objectives 

The Supervisory Intelligence GC is responsible for optimal coordination of the primary data 
center functions: workload management, thermal (cooling) management and power & renewa-
ble energy systems management. This is realized though an optimization engine which pro-
vides optimal recommendations/policies to the Workload Management, Thermal Management 
and Power & RES Management GCGs as to optimize renewable energy utilization and maxim-
ize data center system-level efficiency thus reducing the operating cost.  

Requirements: 

¶ Computation time: < 5 minutes 

¶ Scalability to different data center configurations and equipment types 

¶ Ability to adapt decisions in the event of equipment and system-level faults (fault-adaptive 
operation) 

¶ Ability to incorporate real-time pricing (electricity tariffs) 

¶ Ability to incorporate weather forecasts to maximize free-cooling potential 
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¶ Simple and intuitive performance metric (cost, energy, PUE etc.) 

5.1.2 System Prerequisites 

¶ Specification of data center system constraints, e.g. number of servers, server capacity, 
server rack temperature (set point) limits 

¶ Weather data prediction profiles by <timeframe> 

¶ Grid power tariff predictions by <timeframe> 

¶ Specification of system load & performance profile by <timeframe> (for ground truth) 

¶ Specification of subsystem profiles: 

­ Workload Management GCG: Workload profile by <timeframe> 

­ Thermal Management GCG: Cooling profile by <timeframe> 

­ Power Management GCG: Power generation profile by <timeframe> 

Suggestion: <timeframe> <=1 hour 

5.1.3 Interactions 

Inputs from other GCs: 

Input Provided by 

Workload data sets Workload Monitoring 

Equipment sensor data (see Section 8.1.3 for full list) Thermal & Environment Monitoring 

Data center power demand Power Monitoring 

 Total power consumption (RES + HVAC + IT) 

State of charge of energy storage systems 

Application short-/long-term request rate Workload Prediction 

 VM churn rates 

VM workload short/-long-term demand 

Box  workload short-/long-term demand 

Prediction of IT power consumption short-term 

Prediction of IT power consumption long-term 

Prediction of temperatures short-term Thermal Prediction 

Prediction of temperatures long-term 

Prediction of flow / speed short-term 

Prediction of cooling systems power consumption 

Prediction of heat recovery potential 

Prediction of cooling capacity 

Prediction of heat dissipation 

Prediction of data center power consumption Power Prediction 

Prediction of local RES power generation 

Prediction of electricity storage charge level 

Prediction of total data center energy cost 

Prediction of CO2 emission 

System-level faults information Supervisory FDD 

Assignment of VMs to servers Workload Allocation 

VM Migrator 

Throughput estimation VM Migrator 

Response time estimation 

Thermal control profile Thermal Actuation 
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Power system operation set point Power Actuation 

Prediction of grid energy price Multi Data Center Optimization 

Weather forecast External Data Acquisition 

Outputs to other GCs: 

Output Provided to 

Optimal workload distribution profile 

­ List of preferred boxes 

­ Service objectives and ranges 

­ Power budget for boxes 

Workload Allocation 

VM Migrator 

Optimal temperature set points Thermal Prediction  

Thermal Actuation 

Optimal RES/grid energy mix request Power Prediction  

Power Actuation 

5.1.4 Additional Information 

5.1.4.1 Tools 

Tools Matlab, CPLEX, AMPL 

Frequency of 
execution 

<=1 hour 

Input/output 
data format 

The predicted measurements vectors have the actual value measured at 
time 0 of the prediction vector. 

5.2 Supervisory Fault Detection & Diagnostics 

Component Specification Leader: UTRC-I 

5.2.1 Objectives 

¶ Detection and diagnosis of data center equipment/system anomalies 

¶ Early identification of operational issues  

¶ Compares measured values with predicted values and informs decision support and su-
pervisory control (intelligence). 

¶ Requirements: 

­ The FDD algorithms will detect, locate, and diagnose faults that occur within the system. 

­ The FDD algorithms will perform root cause analysis (RCA) for a given fault (set of 
faults). 

­ The FDD algorithms will report fault information to the decision support framework. 

5.2.2 System Prerequisites 

¶ Equipment Level and System Level Fault/causes knowledge base 

¶ Access to real-time & historical data (sensor, network and device statistics values) 

¶ Configuration data: 

­ Equipment specifications (AHU, chillers, economizers, thermal equipment, é) 

5.2.3 Interactions 

Inputs from other GCs: 

Input Provided by 

Equipment sensor data (see Section 8.1.3 for full list) Thermal & Environment Monitoring 
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Prediction of temperatures short-term Thermal Prediction 

Prediction of flow / speed short-term 

Equipment fault values Thermal FDD 

Sensor fault information WSN Design Tool 

IT fault information Workload Monitoring 

RES power primary components fault Power Monitoring 

Grid power primary components fault 

Assignment of VMs to servers Workload Allocation 

VM Migrator 

Thermal control profile Thermal Actuation 

Power system operation set point Power Actuation 

Outputs to other GCs: 

Output Provided to 

System-level faults information Supervisory Intelligence 

Thermal Predictions 

Power Predictions 

5.3 Human-Machine-Interface 

Component Specification Leader: CIT 

5.3.1 Objectives 

¶ Unified Human-Machine-Interface (HMI) to a number of GENiC components in order to 
provide visualization and tool interfacing for data center designers and operators.  

¶ HMI to provide unified web browser based HMI for simulation, decision support, and de-
sign tools. 

¶ HMI to provide configuration interface to a series of GC 

¶ Configuration language and protocol to configure component HMIs 

¶ Requirements: 

­ Single access point to internal HMIs of relevant GCs via web browser 

­ Easily usable for stakeholders (supervisors, technicians, é) 

­ Should be easily extensible to include HMIs to future components 

5.3.2 System Prerequisites 

¶ Each relevant GC component provides its own HMI component to integrate into overall 
GENiC HMI. 

¶ Web based software platform that allows distributed access to component HMIs. 

¶ Configuration data: 

­ Provided by each component HMI 

5.3.3 Interactions 

Inputs from other GCs: 

Input Provided by 

HMI configuration data All relevant GCs 

Information to present to user All relevant GCs 
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Outputs to other GCs: 

Output Provided to 

Human input data All relevant GCs 

5.3.4 Additional Information 

5.3.4.1 Tools 

Languages HMI configuration language 

Input/output 
data format 

To be specified by each relevant GC 
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6 Component Specifications: Integration Framework 

The Integration Framework GCG provides data communication and storage services to the 
other GCs. It also provides access to external data, i.e. data that are not created by a GC but 
by a component external to the GENiC platform. 

The Integration Framework GCG (cf. Figure 6-1) consists of the following GCs: 

¶ Communication Middleware 

¶ Data Repository 

¶ External Data Acquisition 

 

 

Figure 6-1: Integration Framework GCG 

 

6.1 Communication Middleware 

Component Specification Leader: ATOS 

6.1.1 Objectives 

The main objective of the Communication Middleware GC is to provide communication ser-
vices to the other GCs, in particular to distribute data created by one component to other com-
ponents. 

¶ Requirements: 

­ High throughput, low latency, high robustness and reliability 

­ Efficient support of multiple and distributed data consumers 

­ As little configuration effort as possible 

­ Data providers and data consumers should be easily added and removed, without af-
fecting the already running components 

6.1.2 System Prerequisites 

¶ Each GC component shall implement the required interfaces/protocols of the Communica-
tion Middleware GC to exchange information with other GCs 

¶ Configuration data: 

­ Messages exchanged between components will follow the common data model and 
format, which will be specified in a later version of this document. 

6.1.3  Interactions 

Inputs from other GCs: 

Input Provided by 

Output from other GCs (using a common data format) GCs providing data 

Integration Framework

Data Repository
External Data 

Acquisition

Communication 

Middleware
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Outputs to other GCs: 

Output Provided to 

Inputs of other GCs (using a common data format) GCs receiving data 

6.1.4 Additional Information 

6.1.4.1 Publish/Subscribe Communication Architecture 

Considering the above listed objectives and requirements as well as the enterprise integration 
patterns available, we believe that a publish/subscribe (pub/sub) communication architecture 
is most appropriate for a GENiC system. Pub/sub messaging systems (Eugster, et al., 2003) 
are widely used in distributed applications, mainly because of their scalability and efficient 
support of dynamic processes. Among the various different types of pub/sub systems 
(Eugster, et al., 2003), topic-based pub/sub systems are preferred due to their implementation 
simplicity. 

The architecture of a topic-based pub/sub system is described in (Hunkeler, et al., 2008). Such 
a system is built from three basic functions: (i) publishers, (ii) subscribers, and (iii) broker. Pub-
lishers are the sources (or senders) of information that need to be distributed. Subscribers are 
the receivers of information sent by publishers. Instead of sending their information directly to 
the subscribers, publishers publish them to the broker with a so-called topic attached. The 
broker will use this topic to identify the subscribers to which it has to forward the information. 
Therefore, before a subscriber could receive certain information it has to know the topic of that 
information and informs the broker about its interest in that topic (subscribing to the topic). 

The main advantage of a pub/sub system is the loose coupling of publishers and subscribers 
via topic matching. The set of topic-matching publishers and subscribers can change at any 
time, without the need for having publishers/subscribers being aware of the change. The 
communication architecture is inherently multipoint-to-multipoint since multiple publishers and 
subscribers may share a common topic. It is also ñreal-timeò, because information is pushed to 
the subscribers (almost) immediately when received by the broker. 

6.1.4.2 Available implementations 

For pub/sub communication middleware the two following implementations are available as 
open source implementations: Rabbit MQ and MQTT. 

RabbitMQ: 

RabbitMQ is a message-oriented middleware that implements the Advanced Message Queu-
ing Protocol (AMQP) as well as other protocols such as STOMP, HTTP, or MQTT via plug-in. 
The RabbitMQ server is written in Erlang. Client libraries to interface with the broker are avail-
able for all major programming languages (Java, .NET, Python, C/C++, é). 

RabbitMQ allows to distribute messages to multiple consumers using publish/subscribe pat-
terns. Routing features are also included, making possible to subscribe only to a subset of 
messages using relationships, so-called bindings, between exchangers and queues. The use 
of topics gives us the possibility of selectively receiving the messages. 

This middleware is released under the Mozilla Public License (Mozilla.org, 2014). 

AMQP is an open standard protocol for message-oriented middleware, designed to support a 
wide variety of messaging applications and communication patterns. AMQP comprises an effi-
cient wire protocol that separates the network transport from the broker architecture, and 
management functions. The main features of the protocol are: interoperable, reliable, unified, 
complete, open, and safe. 

The OSASIS specification for the AMQP protocol is available online (OASIS-open.org, 2012). 
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MQTT: 

MQTT (Message Queuing Telemetry Transport) is a topic-based publish/subscribe protocol 
that is being standardized by OASIS with the aim of ñproviding a lightweight publish/subscribe 
reliable messaging transport protocol suitable for communication in M2M/IoT contexts where a 
small code footprint is required and/or network bandwidth is at a premiumò (OASIS-open.org, 
2014). 

MQTT-SN (MQTT for Sensor Networks) is a version of MQTT that is optimized for running 
over non-TCP/IP and wireless networks with low bandwidth, high link failure rates, and short 
message payload. 

From an open source perspective, various MQTT client implementations are available in C, 
Java, JavaScript, Python, and other languages, from the Eclipse Paho project. Furthermore, 
the new Eclipse project Mosquitto is providing codes for both the popular Mosquitto broker and 
the IBM RSMB (Really Small Message Broker). 

6.2 Data Repository 

Component Specification Leader: ATOS 

6.2.1 Objectives 

The Data Repository GC acts as a storage backend for data, and as such will receive data 
sets that were monitored or collected by other components within the GENiC platform. The 
aforementioned data sets will be stored and made accessible to other components, which will 
query the Data Repository GC based on their needs. 

The Data Repository GC will keep track of the history of the stored information, thus enabling 
the other components to produce predictions based on historical data.  

¶ Requirements: 

­ Common data format 

­ High performance 

­ Granularity levels 
Á Data center (room) 
Á Rack (node group) 
Á Node (server) 
Á VMmachine (vm) 
Á Chip 

­ Metrics classification 
Á Resource metrics 
Á Power/Energy metrics 
Á Thermal metrics 
Á Financial metrics 
Á Application metrics 

6.2.2 System Prerequisites 

¶ Configuration data: 

­ Will be defined later, because it depends on the implementation. 

6.2.3 Interactions 

Inputs from other GCs: 

Input Provided by 

Data from other GCs GCs providing data 

Outputs to other GCs: 
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Output Provided to 

Data sets GCs requesting the data sets 

6.2.4 Additional information 

There are different competing data storage technologies that could be considered for an envi-
ronment where lots of data are to be stored and handled for their analysis such as  

¶ Relational Database Management Systems (RDBMS), where traditional row-column data-
bases are used for transactional systems,  

¶ Non-relational systems (NoSQL), designed for rapid access to ñkey-valueò pair,  

¶ Analytic Data Stores, optimized for data-accesses, or  

¶ Hadoop approach for storing and processing data in a file system across commodity hard-
ware using parallelism. 

The above storage technologies are often compared in the scope of big data management. 
The comparisons attempt to address the big data management challenge using different and 
often incompatible approaches. Each technology has positives and negatives implications de-
pending on the use-cases and the business level objectives behind them. Relational systems 
are good for reasonable data sets size; in addition, they also allow persistence by guarantee-
ing a transactionôs ACID (Atomicity, Consistency, Isolation and Durability) property. On the 
other hand, non-transactional systems have better query/retrieval speeds, but are not good for 
grouping unstructured/semi-structured data. 

The following DB technologies could be considered as candidate for the Data Repository GC: 

¶ MySQL / MySQL Cluster 

¶ Riak Cloud 

¶ MongoDB 

6.3 External Data Acquisition 

Component Specification Leader: ATOS 

6.3.1 Objectives 

¶ Some GCs need to acquire data or measurements that could not be provided by another 
GC, e.g. weather information or energy price plans of third party suppliers. This external in-
formation is collected by the External Data Acquisition GC.  

¶ Requirements: 

­ GCs need to specify which external data is needed. 

6.3.2 System Prerequisites 

¶ Specification of external data sources 

¶ Configuration data: 

­ Refresh rates. 

6.3.3 Interactions 

Inputs from other GCs: 

Input Provided by 

(no inputs from other GCs required)  

Outputs to other GCs: 

Output Provided to 
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Historical grid energy prices Multi Data Center Optimization 

Current grid energy prices Multi Data Center Optimization 
Decision Support for RES Integration 

Grid CO2 indicator Power Prediction 

Weather forecast Supervisory Intelligence 

Power Prediction 
Thermal Prediction  

Historical weather data Simulators 

6.3.4 Additional Information 

Both the local weather information and the weather forecast could be collected from either the 
ñYahoo Weather APIò or from the ñOpen Weather Mapò. 

The energy prices could be collected from the external energy provider(s) of the data center. 
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7 Component Specifications: Workload Management 

The Workload Management GCG (cf. Figure 7-1) includes all GENiC components for monitor-
ing and managing the workload of the IT systems in the data center. The components in the 
Workload Management GCG will interact with other GCGs and GCs, such as the Supervisory 
Intelligence GC, Thermal Management GCG and Power Management GCG.  

The Workload Management GCG consists of the following GCs: 

¶ Workload Monitoring 

¶ Workload Models  

¶ Workload Prediction 

¶ Workload Allocation  

¶ VM Migrator  

¶ Workload Actuation 

The following subsections give an overview of the functionality for each GC within the group. 

 

 

Figure 7-1: Workload Management GCG 

 

7.1 Workload Monitoring 

Component Specification Leader: ATOS 

7.1.1 Objectives 

¶ Retrieve monitoring information from the workload resources. 

¶ Populate GENiC common data repositories. 

7.1.2 System Prerequisites 

¶ vCenter SMS is a VMWARE commercial product so VMWARE licenses are required. 

¶ Configuration data: 

­ Data structure will follow the common data model specified in WP1. 
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7.1.3 Interactions 

Inputs from other GCs: 

Input Provided by 

(no inputs from other GCs required)  

Outputs to other GCs: 

Output Provided to 

Workload data sets  

­ VM churn rates 

­ VM workload demands 

­ Box workload demands  

­ Current resource utilization of servers 

Workload Prediction 

Workload Model 

Multi Data Center Optimization 

Server fan speed Thermal Prediction 

IT fault information Supervisory FDD 

Information to present to user Human-Machine-Interface 

7.1.4 Additional Information  

The VMware vCenter Storage Monitoring Service provides simplified access to all vCenter 
storage information associated with VMware vCenter servers. It is an Axis 2.0-compliant Web 
service that runs in the Apache Tomcat container, available on the vCenter host. VMware 
Storage Monitoring Service has its own Java-based, in-memory database management sys-
tem (referred to as the ñSMS Cacheò) that periodically synchronizes its data with the storage-
information provider database. Currently, the default ñproviderò is the vCenter database.  

Storage administrators can access the Storage Monitoring Service by using the vSphere Cli-
ent. A client-side plug-in for the Storage Monitoring Service installs during vSphere Client in-
stallation. With the plug-in, the vSphere Client can display storage configuration and associa-
tions with data centers, graphically. See the Basic Administration Guide, ñUsing the vSphere 
Clientò and ñSetting Up and Monitoring Performance Statistics and Resource Mapsò for more 
information. 

As with other vCenter servers (ESX, ESXi, vCenter), the vCenter Storage Monitoring Service 
(SMS) exposes a Web-services-based API, the SMS API. The vCenter SMS API provides 
programmatic access to the Storage Monitoring Service. The SMS API is an experimental 
component packaged with the vSphere Web Services SDK. For obtaining information about 
storage across the entire data center, using the SMS API is easier to use than the vSphere 
API. Developers familiar with the vSphere Web Services SDK and its API should note that for 
the SMS API, entity types include: 

¶ cluster 

¶ datacenter 

¶ datastore 

¶ host 

¶ nasMount 

¶ resourcePool 

¶ scsiAdapter 

¶ scsiPath 

¶ scsiTarget 

¶ scsiVolume 

¶ vm 
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¶ vmFile 

Operations provided by the SMS API include: 

¶ QueryList: Obtain all properties associated with instances of the specified entity type.  

¶ QueryTopology: Obtain a list of nodes and edges that comprise the specified entity.  

¶ Sync: Synchronize the SMS cache with the vCenter database. Synchronization occurs 
every two hours, by default, but you can use this operation to force synchronization. Typi-
cally, you may want to synchronize only after certain operations, such as a provisioning 
operation.  

See the (VMware.com, 2014) for complete information.  

7.1.4.1 Tools 

Tools vCenter SMS API 

Languages Web-services-based API, Java 

7.2 Workload Models 

Component Specification Leader: ATOS 

7.2.1 Objectives 

¶ Classify virtual appliances profiles 

¶ Provide useful information previous to deployment for workload managers to support pre-
dictions. 

¶ Requirements: 

­ Virtual measurements from the hypervisor. 

­ Measurements from process running the virtual guest domain. 

7.2.2 System Prerequisites 

None specified. 

7.2.3 Interactions 

Inputs from other GCs: 

Input Provided by 

Workload data sets Workload Monitoring 

Outputs to other GCs: 

Output Provided to 

Application request rate Workload Prediction 

7.2.4 Additional Information 

Workload Model GC will consist of a set of tools that will be used to capture application profiles 
from different points of view (energy, power, thermal, resource and memory usage or I/O con-
sumption). The workloads running in GENiC platform are virtual appliances; it means some 
virtual machines within the infrastructure may work together to provide in conjunction a func-
tionality as a service. 

The GC will be able to capture the profile of the virtual appliance classifying them depending 
on the consumption of their resources, providing it that way useful information to modify virtual 
appliance behavior on specific hardware in order to optimize its execution among time. 
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The component will gather the consumption of a virtual appliance during operation time, the 
measurements per each virtual instance will be combined in a single ASCII file which de-
scribes the workload model following the Standard Workload Format (SWF) described by the 
Parallel Workload Archive (Hebrew University of Jerusalem, 2005). 

The Standard Workload Format has been defined to ease use of workloads models; the format 
has been adopted by modeling and simulation frameworks like CloudSim (Melbourne Clouds 
Lab, 2013) which open the possibility of evaluating our hypothesis prior to software develop-
ments. Other initiatives was born trying to model the workloads in distributed environments, 
like the Grid Workload Format (TU Delft, 2014) which represents and extension to the SWF.   

7.2.4.1 Tools 

Tools vCenter SMS API 

Languages Web-services-based API, Java 

7.3 Workload Prediction 

Component Specification Leader: IBM 

7.3.1 Objectives 

¶ To provide short-term and long-term application workload estimates, in terms of request 
rates. 

¶ To provide the estimate on the churn rates of VMs, i.e., the fluctuation of VMs. 

¶ To provide short-term and long-term VM workload demands, in terms of CPU loads, 
memory, IO, Network, and storage requirements 

¶ To provide short-term and long-term BOX workload demands, using a function of consoli-
dation of VM and represent them in terms of CPU loads, memory, IO, Network, and stor-
age requirement.  

7.3.2 System Prerequisites 

¶ Storage capacity for historical data of applications, VMs, and boxes workloads. 

¶ Monitoring tools to collect all three types of workloads synchronously. 

¶ Statistics software, such as R. 

¶ Configuration data: 

­ The total number of applications provisioned to users. 

­ The total number of VMs provisioned to users. 

­ The total number of boxes available at the data center 

7.3.3 Interactions 

Inputs from other GCs: 

Input Provided by 

Application request rate Workload Model 

Workload data sets 

­ VM churn rates 

­ VM workload demands 

­ Box workload demands 

Workload Monitoring  

Outputs to other GCs: 

Output Provided to 

Application short-/long-term request rate VM Migrator 
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VM churn rates Workload Allocation 

Supervisory Intelligence  

Multi Data Center Optimization 
VM workload short-/long-term demand 

Box  workload short-/long-term demand 

Prediction of IT power consumption short-term Thermal Prediction 

Prediction of IT power consumption long-term Thermal Prediction 

Power Prediction 

Information to present to user Human-Machine-Interface 

7.3.4 Additional Information 

¶ Application estimator:  use existing statistics methods to estimate applicationsô request 
rates, in particular time series analysis 

¶ VM demand estimator: use existing statistics methods to estimate VMôs churn rates and 
resource demands 

¶ Box demand estimator: use existing statistics methods and applying queuing theory to 
translates resource demands from the consolidated VMôs to boxesô resource demands 

7.3.4.1 Tools 

Tools Application demand estimator, VM demand estimator, box demand estimator 

Languages C/C++, bash, Java, JavaScript 

Frequency of 
execution 

15 minutes, hourly, daily 

7.4 Workload Allocation 

Component Specification Leader: UCC 

7.4.1 Objectives 

¶ Develop scalable optimization technology to allocating workloads to servers in a data cen-
ter in order to minimize the total cost of energy required per element of workload, or similar 
objectives. 

¶ Develop online stochastic optimization techniques that can allocate jobs and/or activate 
new servers in order to optimize a given energy-related objective in the face of dynamic 
energy prices. 

¶ Study alternative formulations of an online stochastic multi-dimensional bin packing prob-
lem which will incorporate the prediction models of resource requirements 

¶ Investigate stopping rules to trigger (re)optimization of the system. 

7.4.2 System Prerequisites 

¶ Data center configuration like number of servers/aisles/racks and their attributes, idle re-
quirements of servers/aisles/racks, impact of transiting states of servers on the cost-model  

¶ System constraints like migration, preemption, colocation, anti-colocation  

¶ Cost of VM migration, transiting states of servers, load of a server,  

¶ Configuration data: 

­ Number of racks in a data center 

­ Number of aisles in each rack 

­ Number of servers in an aisle of a rack 

­ Attributes of servers/racks/aisles 

­ Set of resources 

­ Capacity of resources available at each server 
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­ Mathematical software 

­ CP solvers: Choco, Gecode, Numberjack 

­ Mip solvers: CPLEX, Gurobi 

­ Local search solver: Localsolver 

­ Sat solvers: Minisat, Sat4j, plingeling 

­ IDE: Eclipse for C and Java 

7.4.3 Interactions 

Inputs from other GCs: 

Input Provided by 

Time-variable resource requirements of VMs Workload Prediction 

Workload data sets: 

­ Current resource utilization of servers 

Workload Monitoring 

Optimal workload distribution profile Supervisory Intelligence 

Outputs to other GCs: 

Output Provided to 

Assignment of VMs to servers Supervisory Intelligence 

Supervisory FDD 

Workload Actuation  

Migration plan  Workload Actuation 

Information to present to user Human-Machine-Interface 

7.4.4 Additional Information 

Develop a parameterizable tool that is scalable for solving very large instances of the cost-
aware data center assignment problem 

¶ Assign new virtual machine to servers 

¶ Reassignment of virtual machines to servers  

¶ Provide support for both homogeneous and heterogeneous virtual machines, and a variety 
of objective functions. 

7.4.4.1 Tools 

Tools Parameterizable tool 

Languages C, Java 

Frequency of 
execution 

15 minutes, hourly, daily 

Input/output 
data format 

csv 

7.5 VM Migrator 

Component Specification Leader: IBM 

7.5.1 Objectives 

¶ To predict the latency of application VMs that are consolidated on the boxes. 

¶ To provide the migration suggestion to a minimum set of VMs, such that the service level 
objectives, power budge, and preference of boxes list recommended by supervisory intelli-
gence are met.  The reason for migrating a minimum number of VMs is to induce the min-
imum disturbance to VMs that are migrated and the minimum network traffic. 
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¶ To provide the suggestion for load distributions among a cluster of distributed of VMs, i.e., 
to control the requests rates of VMs, such that service level objectives, power budge, and 
preference of boxes list recommended by supervisory intelligence are met.  

7.5.2 System Prerequisites 

¶ Virtualization technology that enables monitoring of distribution of VMs on the boxes 

¶ Demand estimation mechanism  

¶ Load balancing mechanism that enables the load distribution across a multiple number of 
VMs. 

¶ Mathematical tools, such as MATLAB  

¶ Configuration data: 

­ The total number of boxes 

­ The topology of a cluster of distributed VMs 

7.5.3 Interactions 

Inputs from other GCs: 

Input Provided by 

Distribution of VMs on boxes Workload Actuation 

Application VM request rates Workload Prediction 

VM workload demands 

Optimal workload distribution profile 

­ List of preferred boxes 

­ Service objectives and ranges 

­ Power budget for boxes 

Supervisory Intelligence 

Outputs to other GCs: 

Output Provided to 

VM load distribution Workload Actuation 

Assignment of VMs  to servers Workload Actuation 

Supervisory Intelligence 

Supervisory FDD 

Throughput estimation Supervisory Intelligence 

Response time estimation 

Information to present to user Human-Machine-Interface 

7.5.4 Additional Information 

¶ Throughput estimator:  using methodologies in stochastic processes to predict the latency 
of VMs, given the inputs of application VMsô request rates and certain assumptions on 
scheduling policies. 

¶ Response time estimator:  using methodologies in stochastic processes to predict the la-
tency of VMs, given the inputs of application VMsô request rates and certain assumptions 
on scheduling policies. 

¶ Migration optimizer:  formulating optimization problems with constraints given by the su-
pervisory intelligence and the objective of minimizing the number of migration or the cost. 
Additionally, it also provides the estimates on migration overhead and cost.  

¶ VM sizer: distributing the loads based on estimated capacity and response times of each 
VM. The estimated capacity is based on the constraints of preferred box list and power 
budgets 
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7.5.4.1 Provided Tools 

Tools Migration optimizer, VM sizer, Throughput estimator, Response time estima-
tors 

Languages Java, JavaScript, C++ 

Frequency of 
execution 

All components can be triggered at the event base or at the fixed interval, 
e.g. 15 minutes or 1 hour. 

7.6 Workload Actuation 

Component Specification Leader: IBM 

7.6.1 Objectives 

¶ To assign and migrate VMs on boxes, according to the workload allocation and VM migra-
tory, by interacting with VM management API provided by the underlying virtualization 
technology.  

¶ To dispatch application requests to cluster of VMs based on the VM size by interacting 
with load balancing API provided by applications.  

7.6.2 System Prerequisites 

¶ Full fledge virtualization technology that enables VM assignment and migration, such as 
VCenter from VMware. 

¶ Application API that enables load balancing algorithm plug-in.  

7.6.3 Interactions 

Inputs from other GCs: 

Input Provided by 

VM server assignment VM Migrator 

Workload Allocation 

VM load distribution VM Migrator 

Outputs to other GCs: 

Output Provided to 

(no outputs provided to other GCs)  

7.6.4 Additional Information 

7.6.4.1 Provided Tools 

Tools vCenter  API 

Languages C++, Java 

Frequency of 
execution 

Triggered by Workload Allocation / VM Migrator. 
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8 Component Specifications: Thermal Management 

The Thermal Management GCG (cf. Figure 8-1) includes all GENiC components for monitor-
ing and managing the thermal environment in the data center. It consists of the following GCs: 

¶ Thermal & Environment Monitoring  

¶ Thermal Prediction 

¶ Thermal Fault Detection & Diagnostics (FDD) 

¶ Thermal Actuation 

The Thermal & Environment Monitoring GC integrates monitoring of cooling systems and 
waste heat utilization infrastructure, as well as wireless sensor network infrastructure for col-
lecting temperature and other environmental data in the data center room. This data is used by 
the Thermal Prediction GC to provide short-term profiles and long-term predictions to support 
supervisory control decisions and thermal actuation. Short-term predictions, combined with 
equipment fault information from the Thermal FDD GC, are also used for fault detection and 
diagnostics on the supervisory level. Finally, the Thermal Actuation GC determines set points 
for the cooling system based on measurement data, short-term predictions, and the tempera-
ture set points provided by the Supervisory Intelligence GC.   

 

 

Figure 8-1: Thermal Management GCG 

 

8.1 Thermal & Environment Monitoring 

Component Specification Leaders: UTRC-I (HVAC infrastructure), IBM (wireless monitoring) 

8.1.1 Objectives 

¶ Integration framework, including the sensor network, for monitoring of the heating, ventila-
tion and air conditioning (HVAC) equipment: 

­ Chiller, water pump, air handling unit, fan coil unit 

­ Waste heat utilization 

¶ Continuous monitoring of environmental data in the data center, including temperature, 

airflow, air quality, and humidity.  
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¶ Requirements for the sensor network: 

­ The network should require as little configuration effort as possible. 

­ The network should be able to support a large number of locations to be monitored. 

­ The network should support variable sampling rates and small sampling intervals. 

­ It should be possible to quickly add/remove/relocate sensors within the data center. 

­ A high packet delivery rate should be achieved (e.g. > 95%).  

8.1.2 System Prerequisites 

HVAC equipment monitoring: 

¶ Cooling equipment operating range specifications 

¶ IT equipment workload operating range specifications 

Sensor network: 

¶ Gateways/adapters for heterogeneous devices 

¶ Defined protocol stack 

¶ Deployment plan for device (sensor, gateway, repeater) placement  

¶ Backbone to push data from gateways to relevant GCs 

8.1.3 Interactions 

8.1.3.1 HVAC Equipment Monitoring 

Inputs from other GCs: 

Input Provided by 

(no inputs from other GCs required)   

Outputs to other GCs: 

Output Provided to 

Air handling unit (AHU): 

­ Supply air flow rate 

­ Supply and return air temperature 

­ Supply air temperature set point 

­ Outside air temperature 

­ AHU power consumption  

­ Waste heat volume 

Thermal Prediction 

Thermal Actuation 

Thermal FDD 

Supervisory Intelligence 

Human-Machine-Interface 

Chiller / computer room air conditioner (CRAC): 

­ Supply and return water temperature 

­ Supply/return water temperature set point 

­ Electrical power consumption 

­ Chiller efficiency 

Water pump (WP): 

­ Pressure differential / water flow rate 

­ Pressure differential / water flow rate set point 

­ Pump efficiency  

­ Pump power consumption 

Terminal cooling unit (fan coil unit): 

­ Terminal cooling unit data 

Heat recovery data 

Waste heat utilization data 
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8.1.3.2 Wireless Monitoring Infrastructure 

Inputs from other GCs: 

Input Provided by 

Deployment plan WSN Design Tool 

Device (sensor, gateway & repeater) profiles (Id, 
transmit power, position) 

Network profile (frequency, channel, topology type) 

Application profile (sensing interval/type, default re-
porting rates if any) 

Outputs to other GCs: 

Output Provided to 

Sensor measurement data  

­ Temperature (in-/outlet temperature of individual 
racks/servers and AHUs, zone temperatures) 

­ Humidity 

­ Air flow 

­ Air quality 

Thermal Prediction 

Thermal FDD 

Thermal Actuation  

WSN Design Tool 

Supervisory Intelligence 

Human-Machine-Interface 

WSN network statistics (e.g. packets sent, packets 
received, packets forwarded, ETX, RSSI, LQI) 

WSN Design Tool 

WSN device information (e.g. battery level/voltage)  

Network topology data 

8.1.4 Additional Information 

8.1.4.1 Integration Framework for HVAC Equipment Monitoring 

Languages Python 

Protocols RESTful API: read(signalTag), write(signalTag, value) 

Input/output 
data format 

JSON files 

8.1.4.2 Selection of Wireless Sensor Network Architecture 

In this section, we discuss some aspects relating to the architecture and protocols to be used 
by the sensor network. Although they are not relevant to the interaction with other GCs, they 
are important for the selection of the technology and implementation of the sensor network. 

As mentioned in Section 8.1.1 the sensor network should be able to support a large number of 
locations to be monitored. Such deployments are only cost efficient if an individual node is 
simple and therefore cheap. Furthermore, a major cost advantage could be achieved if a wire-
less network is used instead of a wired one. In a wireless network nodes can be easier de-
ployed and relocated, and no power lines need be installed. 

Wireless nodes means that they are either battery-operated or use some form of energy har-
vesting. The network communication protocol should be based on TDMA instead of random 
access (e.g. CSMA) because of its superiority in terms of energy efficiency, reliability, scalabil-
ity, and throughput (Bachir, et al., 2010). With TDMA, nodes can only send or receive during 
time slots that are assigned to them. Therefore, energy wastage due to transmission collisions, 
overhearing, and idle listening is avoided. Furthermore since there are no transmission colli-
sions, less retransmission is needed for achieving a high packet delivery rate. With the syn-
chronization between senders and receivers, more nodes can be placed within a small space. 
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This feature is of importance for the GENiC system, in which a large number of locations with-
in a data center need be monitored. 

Due to the harsh radio environment within data centers and the required high density deploy-
ment of wireless nodes, we believe that networks with a centralized architecture, e.g. 
(Hunkeler, et al., 2013), (Pister & Doherty, 2008), (Ergen & Varaiya, 2006), are more scalable, 
controllable, and easier to manage, than distributed ones, e.g. those described in (Burri, et al., 
2007) or (Hohlt, et al., 2004). A discussion on the advantages of centrally controlled wireless 
sensor networks can be found in (Hunkeler, et al., 2013). 

8.1.4.3 IBM IMPERIA Wireless Sensor Network 

Tools IMPERIA software stack 

Languages Java, TinyOS/nesC 

Protocols IMPERIA 

Frequency of 
execution 

Sampling rates from 5 seconds up to 5 minutes 

Input/output 
data format 

Binary or XML format; data includes mote identifier, timestamp, data type, 
and measured value(s) 

IBM IMPERIA (Intelligent, Manageable, Power-Efficient and Reliable Internetworking Architec-
ture) Wireless Sensor Network is a software defined networking architecture for wireless sen-
sor networks, in which all the intelligence needed for the control and management of the net-
work are performed by a centralized controller located outside the wireless network. All the 
wireless nodes only act according to commands they received from the controller. 

Figure 8-2 shows the components of an IMPERIA WSN. The Global Controller partitions the 
sensor nodes into one or multiple clusters based on network size and topology. Within the 
WSN the IMPERIA network stack provides the transport of data between the nodes. One net-
work node is selected as basestation (BS) and acts as data sink. The BS connects to the IM-
PERIA Gateway (IGW), which manages and controls the operation of the network. Sensor da-
ta generated within the WSN is collected by the BS and forwarded via the IGW to the IMPE-
RIA broker, using a publish/subscribe messaging protocol. The broker distributes the data fur-
ther to any subscribed application.  

At any point in time an IMPERIA network operates in one of the two following modes: man-
agement mode and synchronized mode.  

 

Reprinted from: T. Scherer, C. Lombriser, W. Schott, H. L. Truong & B. Weiss. "Wireless Sensor Network for Continuous Temper-
ature Monitoring in Air-Cooled Data Centers: Applications and Measurement Results," LNCS vol. 7363: Ad-hoc, Mobile, and Wire-
less Networks, Springer Berlin Heidelberg, 2012, pp. 235-248, with kind permission of Springer Science+Business Media. 

Figure 8-2: IMPERIA wireless sensor network architecture (Scherer, et al., 2012)  
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In the management mode, all network nodes are passive and wait for commands issued by 
the IGW. The IGW employs source routing to exchange messages with the nodes, such that 
nodes do not need to store information on how to reach the IGW or any other node. 

In the synchronized mode, all network nodes follow a low-power multi-hop TDMA schedule, 
which defines when a node should send or receive. During the rest of the time the nodes 
switch off their radio transceiver to minimize energy consumption. 

As mentioned before, all the intelligence required for the control and management of the net-
work is performed by the IGW. For this aim three levels of network information are maintained 
by the IGW: 

¶ The first level contains information about the network topology, such as which nodes 
are connected to which other nodes, the quality of the connecting wireless links, and 
the data volume created by a node. The IGW acquires this information by either run-
ning an automatic network discovery process, or by loading it from a file (in case that 
information is already known). 

¶ The second level is the routing table, which is computed by a routing algorithm when 
the network topology information is available. A number of routing algorithms with dif-
ferent optimization criteria are available, such as shortest path or minimum expected 
number of transmissions.  

¶ The third level holds the TDMA scheduling information. Different scheduling algorithms 
compute schedules for each network node based on the routing information. These 
schedules indicate when a node can send data, has to receive data, or may turn of its 
radio transceiver to save energy.  

After the scheduling information is calculated, the IGW configures each network with its 
schedule and moves the whole network from the management into the synchronized mode. 

From a hardware perspective, the IMPERIA network stack is implemented for MEMSICôs IRIS 
motes, which uses the IEEE 802.15.4 wireless standard for radio communication. The bas-
estation may be one of the same nodes connected via USB to the IGW, which is hosted by a 
computer (a normal desktop machine, a notebook, a plug computer, or similar). 

For further energy saving, multiple IMPERIA messages may be embedded into a single 
802.15.4 MAC frame. This is achieved by the general message format shown in Figure 8-3. 
Each message begins with a ñLengthò field indicating the total length of the message in octets. 
The ñTypeò field indicates the unique type of the message, which identifies how the data con-
tained in the ñPayloadò field should be interpreted. The values 0-127 are reserved for the IM-
PERIA network stack, while values 128-255 indicate application sensor data. The ñNodeIDò 
field identifies the source node address in case the message travels from the network node to 
the basestation, or the destination node address in case of the opposite direction. 

The publish/subscribe protocol used for the communication between the network nodes and 
the client applications is based on the open protocol MQTT-SN (MQTT.org, 2014). The MQTT-
SN connections between the IGW, the client applications, and the broker run over UDP, such 
that these components may all be executed on the same machine or each on a different ma-
chine.  
 

 

 

Length Type NodeID Payload 

(1 octet) (1 octet) (2 octets) (variable length) 

Figure 8-3: IMPERIA message format 
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8.1.4.4 CIT Wireless Sensor Network 

Tools BLIP software stack  

Languages Python, Java, TinyOS/nesC 

Protocols 6LoWPAN, UDP 

Frequency of 
execution 

Application specific 

Input/output 
data format 

Binary, data includes mote identifier, timestamp, data type, and measured 
values 

The CIT sensor network protocol is based on the 6LoWPAN BLIP stack. 6LoWPAN defines 
encapsulation and header compression mechanisms that allow IPv6 packets to be used over 
IEEE 802.15.4 based networks. The use of 6LoWPAN, in conjunction with mesh routing, re-
sults in a very scalable and adaptable wireless sensor network capable to cope with challeng-
ing indoor environments for radio communication. Carrier frequencies and channels band-
widths are those defined by the IEEE 802.15.4 standard. To minimize energy use an asyn-
chronous duty cycling scheme referred to as Low Power Listening is implemented at the MAC 
layer where the radio chip is powered off for the majority of time and wakes up periodically 
(user configured in the order of seconds) to listen to the channel with the minimum wakeup 
time being 6ms in order to do clear channel assessment (CCA).  

The architecture is based on a cluster of trees, where a single gateway manages individual 
clusters. Clusters are multihop networks of wireless sensor devices operating in the 2.4GHz 
ISM band using IEEE802.15.4/6LoWPAN. The gateway is an embedded PC running a Debi-
an-based Linux distribution supporting a Java-based middleware. The general message for-
mat is shown in Figure 8-4. 

 
 
 

 

Figure 8-4: CIT message format 
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8.2 Thermal Prediction 

Component Specification Leader: TU/e 

Thermal predictions are necessary for the Thermal Actuation GC, Supervisory FDD GC, and 
the Supervisory Intelligence GC. For different purposes different parameters must be predicted 
at various levels of detail and various horizons of prediction. Therefore, the Thermal Prediction 
GC is comprised of multiple models and not one single comprehensive model. These models 
are calibrated with long-term monitoring data. 

The Thermal Prediction GC contains two general model categories: 

¶ Short-term prediction models (for Thermal Actuation GC, Supervisory FDD GC and Super-
visory Intelligence GC) and 

¶ Long-term prediction models (for Supervisory Intelligence GC). 

8.2.1 Objectives 

The Thermal Prediction GC provides predictions of energy flows, temperatures and mass 
flows for the data center and the HVAC systems.  

Requirements: 

¶ Prediction horizon shall be 5-10 times larger than the dominant time constant depending 
on the subsystem model. 

¶ Accuracy: In transient state (dynamic) the model shall capture current trends and shall use 
that trending data for relevant outputs. 

8.2.2 System Prerequisites 

¶ Model identification using the Simulators GC 

¶ Model calibration using the long-term (or historical) data measurements from the Data Re-
pository GC (frequency of calibration is to be determined) 

¶ Data center equipment configuration (layout, components, etc.) 

¶ HVAC devices specifications 

8.2.3 Interactions 

8.2.3.1 Short-Term Prediction Models  

Inputs from other GCs: 

Input Provided by 

Temperatures (see Section 8.1.3 for full list):  

­ Supply and return air temperature  
(at room and AHU level) 

­ Zone temperatures (hot aisles and cold aisles) 

­ Supply and return water temperature  

­ Rack/server inlet temperatures 

Thermal & Environment Monitoring 

 

Flow / speed (see Section 8.1.3 for full list):  

­ AHU fan speed / supply air flow rate 

­ Water pump pressure differential / water flow rate 

Server fan speed Workload Monitoring 

Prediction of IT power consumption short-term  Workload Prediction  

Optimal temperature set points Supervisory Intelligence 

Thermal control profile  Thermal Actuation 

Weather forecast External Data Acquisition 
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Outputs to other GCs: 

Output Provided to 

Prediction of temperatures short-term (hours): 

­ Supply and return room air temperature 

­ Zone temperatures 

­ Inlet and outlet chilled water temperature 

Thermal Actuation  

Supervisory FDD 

 

Prediction of flow / speed short-term (hours): 

­ AHU fan speed / supply air flow rate 

­ Water pump pressure differential / water flow rate 

­ Compressor speed 

­ Valve settings 

Prediction of temperatures short-term (hours): 

­ Supply and return room air temperature 

­ Zone temperatures 

­ Rack/server inlet temperatures  

Supervisory Intelligence 

Human-Machine-Interface 

 

Prediction of flows/ speed short-term (hours): 

­ AHU fan speed 

­ Server fan speed  

Prediction of heat dissipation Supervisory Intelligence 

8.2.3.2 Long-Term Prediction Models  

Inputs from other GCs: 

Input Provided by 

Temperatures (see Section 8.1.3 for full list): 

­ Supply and return room air temperature 

­ Zone temperatures (hot aisles and cold aisles) 

­ Supply and return water temperature 

Thermal & Environment Monitoring 

Flow / speed (see Section 8.1.3 for full list):  

­ AHU fan speed / supply air flow rate 

­ Water pump pressure differential / water flow rate 

Optimal temperature set points Supervisory Intelligence 

Thermal control profile  Thermal Actuation 

Prediction of IT power consumption long-term Workload Prediction  

Weather forecast External Data Acquisition 

System-level faults information Supervisory FDD 

Outputs to other GCs: 

Output Provided to 

Predication of temperatures long-term (days): 

­ Supply and return room air temperature 

­ Zone temperatures  

­ Supply and return water temperature 

Supervisory Intelligence 

Human-Machine-Interface 

Prediction of heat recovery potential  

Prediction of cooling capacity 

Prediction of cooling systems power consumption Supervisory Intelligence 

Power Prediction 
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8.2.4 Additional Information 

8.2.4.1 Short-Term Prediction Models  

The prediction model serves as support for Thermal Actuation GC, Supervisory FDD GC and 
the Supervisory Intelligence GC. Each component has slightly different requirements for pre-
diction variables, but the time step and prediction horizon may be similar for all purposes. 
Generally, the time step should be a multiple of the time step of the overall discretization used 
for the GENiC platform. The prediction horizon may be on the scale of hours, but is still to be 
determined and could vary for the three functions outlined below. 

The model used for the Thermal Actuation GC will provide predictions of monitored variables. 
Therefore, the prediction model should work on a relatively detailed level. In this case, predic-
tion is used to define control actions considering future states of the system. 

The model used for the Supervisory FDD GC can be considered as a representation of ideal 
system behavior. Deviations outside of a predefined tolerance will help to identify faults. The 
predicted variables should include the main monitored variables, e.g. supply/return chilled wa-
ter flow, room supply temperature (for AHU fault detection), and mass flow rates.  

The model used for the Supervisory Intelligence GC for the prediction of the temperature 
around racks requires a relatively high level of detail for a prediction of the server inlet air tem-
perature. Therefore, the prediction model will require many input variables (e.g. data center 
layout specifications, devices specifications, supply air distribution, etc.). 

8.2.4.2 Long-Term Prediction Models 

The long-term prediction model supports policy decisions of the Supervisory Intelligence GC. 
The prediction horizon should capture long-term trends (e.g. a whole day prediction) of the 
main variables in order to facilitate decision making. Also, the time step should be longer (e.g. 
minute or hour) due to longer horizon. Predicted variables will, for example, be power con-
sumption of HVAC systems and heat recovery potential in the data center. 

8.2.4.3 Tools 

Tools Models 

­ for short-term predictions: TRNSYS, EnergyPlus, Fluent 

­ for long-term predictions: TRNSYS, EnergyPlus 

Languages TRNSYS, EnergyPlus, Matlab, Python 

Protocols RESTful API: read(signalTag), write(signalTag, value) 

Frequency of 
execution 

Short-term: multiple of the time step of the overall discretization 

Long-term: minutes or hours 
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8.3 Thermal Fault Detection & Diagnostics 

Component Specification Leader: UTRC-I 

8.3.1 Objectives 

Thermal Fault Detection and Diagnostics (FDD) GC will provide and execute equipment level 
fault detection, location and analysis services for the chiller, air handling unit (AHU), and fan 
coil units (FCUs). 

Thermal FDD GC will employ equipment level fault models and sensor data to perform root 
cause analysis and send actionable diagnostic information for faults associated with the chiller, 
AHU, and FCUs to the Supervisory FDD GC. 

8.3.2 System Prerequisites 

¶ Equipment level fault specification / knowledge base (D4.2) 

8.3.3 Interactions 

Inputs from other GCs: 

Input Provided by 

Equipment sensor data  
(see Section 8.1.3.1 for full list) 

Thermal & Environment Monitoring 

 

Sensor fault information WSN Design Tool 

Thermal control profile Thermal Actuation 

Outputs to other GCs: 

Output Provided to 

Equipment fault values Supervisory FDD 

Thermal Actuation 

8.3.4 Additional Information 

8.3.4.1 Operation Workflow 

The Thermal FDD GC detects a fault/alarm from data center equipment and wireless sensor 
network and performs local root cause analysis and diagnostics based on the known faults 
from the given fault knowledge base. 

The localization, local root cause analysis and local diagnostic information is passed through 
to the Supervisory FDD GC for system level FDD and feedback.  The local FDD information is 
passed to Thermal Actuation GC for local control updates. 

8.3.4.2 Tools 

Languages Java (Python API to Supervisory FDD) 

Protocols RESTful API: read(signalTag), write(signalTag, value) 

Input/output 
data format 

JSON 
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8.4 Thermal Actuation 

Component Specification Leader: UTRC-I 

8.4.1 Objectives 

Given a requested cooling 3D power distribution profile, find and actuate optimal set points for 
chiller, air handling unit (AHU) and fan coil units (FCUs). 

8.4.2 System Prerequisites 

¶ Data center equipment configuration (layout, components, etc.) 

¶ HVAC devices specifications 

8.4.3 Interactions 

Inputs from other GCs: 

Input Provided by 

Equipment sensor data  
(see 8.1.3 for full list) 

Thermal & Environment Monitoring 

Optimal temperature set points Supervisory Intelligence 

Prediction of temperatures 
(see Section 8.2.3.1 for full list) 

Thermal Prediction 

Prediction of flows / speeds 
(see Section 8.2.3.1 for full list) 

Equipment fault values Thermal FDD 

Control override Human-Machine-Interface 

Outputs to other GCs: 

Output Provided to 

Thermal control profile Thermal Prediction 

Thermal FDD  

Supervisory Intelligence  

8.4.4 Additional Information 

8.4.4.1 Operation Workflow 

The Supervisory Intelligence GC sends the 3D profile of room temperature measurements and 
set points to the Thermal Actuation GC. The Thermal Actuation GC, given the actual state of 
the system (temperature distribution, actuation system parameters, etc.), will try to actuate the 
cooling system (chiller, AHU, FCU, etc.) in such a way to have the temperature distribution of 
the room stay in a neighborhood of the 3D profile of room temperature set provided by the Su-
pervisory Intelligence GC. 

This workflow is illustrated in Figure 8-5. 

8.4.4.2 Tools 

Languages Python 

Protocols RESTful API: read(signalTag), write(signalTag, value) 

Input/output 
data format 

JSON 
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Figure 8-5: Operation workflow for Thermal Actuation GC 
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9 Component Specifications: Power & RES Management 

The Power & RES Management GCG (cf. Figure 9-1) includes all GENiC components for 
monitoring and managing the power supply, and specifically the renewable energy sources 
(RES) infrastructure. It consists of the following GCs: 

¶ Power Monitoring  

¶ Power Prediction 

¶ Power Actuation 

The Power Monitoring GC integrates monitoring of the power and RES infrastructure. This da-
ta is used by the Power Prediction GC to provide short-term profiles and long-term predictions 
to support supervisory control decisions and power actuation. The Power Actuation GC deter-
mines set points for the power systems based on measurement data, short-term predictions, 
and the requested energy mix provided by the Supervisory Intelligence GC. 

 

 

Figure 9-1: Power Management GCG 

 

9.1 Power Monitoring 

Component Specification Leader: Acciona 

9.1.1 Objectives 

¶ Framework for collecting and monitoring continuously data from power systems infrastruc-
ture. The data is provided to all GC that need information regarding this component. 

¶ Requirements: 

­ Information will have a quick refreshment rate (order of seconds), having the possibility 
of choosing different sampling rates. 

­ All collected data will be served to other GCs using standard procedures (XML, etc.). 

­ The typical power management measures (total power, voltage, current, power factor) 
will be acquired. 

­ The component will be able to monitor large number of power inputs. 

­ It must be scalable and extensible allowing addition of new measurements. 

Power & RES Management

Power Prediction

Power Monitoring

Power Actuation
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9.1.2 System Prerequisites 

¶ Sensors that measure consumptions within the power equipment will be available for data 
acquisition. 

¶ Middleware to send data to other GCs will be available. 

¶ Adapters and convertors needed to acquire data from different type of devices. 

¶ Configuration data: 

­ Layout of the power system (RES facility, backup, storage, grid). 

­ Specifications of the power system (RES facility, backup, storage, grid). 

­ Power monitor infrastructure (net analyzers, sensors). 
Á Sensor location 
Á Number of sensors 
Á Types of sensors 
Á Sampling rate 

9.1.3 Interactions 

Inputs from other GCs: 

Input Provided by 

(no inputs from other GCs required)  

Outputs to other GCs: 

Output Provided to 

Local RES energy production Power Prediction  

Power Actuation 

Human-Machine-Interface 

State of charge of energy storage systems Power Prediction 

Power Actuation 

Supervisory Intelligence 

Data center power demand Power Prediction  

Power Actuation 

Supervisory Intelligence 

Human-Machine-Interface 

RES installation power consumption Human-Machine-Interface 

Total power consumption (RES + HVAC + IT) Power Actuation 

Supervisory Intelligence 

Human-Machine-Interface 

RES power  primary components fault Supervisory FDD  

Human-Machine-Interface 

 

 

Grid power  primary components fault 

Backup power system (available/not available) Power Actuation 

Electric grid available 

9.1.4 Additional Information 

9.1.4.1 Tools 

Tools Power Monitoring tool 

Languages Visual Studio, Labview, Matlab, TRNSyS 

Protocols XML, OPC 
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Frequency of 
execution 

Configurable (30 seconds as an example) 

Input/output 
data format 

xml, dat, txt, xls 

9.2 Power Prediction 

Component Specification Leader: TU/e 

For different purposes, different parameters must be predicted at various levels of detail and 
various horizons of prediction. Therefore, the Power Prediction GC will be comprised of multi-
ple models and not one single comprehensive model. These models will be calibrated by long-
term monitoring data. 

Component will contain at least two models. 

¶ Prediction model for short-term predictions 

¶ Prediction model for long-term predictions 

9.2.1 Objectives 

The Power Prediction GC provides predictions for use by the Supervision GCG and Power 
Management GCG. 

Requirements: 

¶ Time step and horizon of prediction for each of model are indicated below. 

¶ Level of detail for each of model is specified below. 

9.2.2 System Prerequisites 

¶ Model identification using the Simulators component 

¶ Model calibration using the long-term (or historical) data measurements from the Data Re-
pository component (frequency of calibration is to be determined) 

¶ RES equipment configuration (layout, components, etc.) 

¶ RES devices specifications 

9.2.3 Interactions 

9.2.3.1 Short-Term Prediction Models 

Inputs from other GCs: 

Input Provided by 

Local RES energy production Power Monitoring 

State of charge of energy storage systems 

Weather forecast External Data Acquisition 

Optimal RES/grid energy mix request Supervisory Intelligence 

Power system operation set points Power Actuation 

Outputs to other GCs: 

Output Provided to 

Prediction of local RES power generation short-term 
(hours) 

Power Actuation 

 

Prediction of electricity storage charge level short-
term (hours) 
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Prediction of power devices power consumption 
short-term (UPS, PDU conversion losses, etc.) 

Power Actuation 

Prediction profiles based on short-term horizons Supervisory FDD 

9.2.3.2 Long-Term Prediction Models 

Inputs from other GCs: 

Input Provided by 

Data center power demand Power Monitoring 

Local RES energy production 

State of charge of energy storage systems 

Prediction of IT power consumption long-term Workload Prediction  

Prediction of cooling systems power consumption Thermal Prediction 

Optimal RES/grid energy mix request Supervisory Intelligence 

Grid CO2 indicator External Data Acquisition 

Weather forecast 

Prediction of grid energy price  Multi Data Center Optimization 

System-level faults information  Supervisory FDD 

Outputs to other GCs: 

Output Provided to 

Prediction of DC power consumption long-term Human-Machine-Interface 

Supervisory Intelligence   Prediction of local RES power generation long-term  

Prediction of electricity storage charge level 

Prediction of total DC energy cost 

Prediction of CO2 emission  

9.2.4 Additional Information 

9.2.4.1 Short-Term Prediction Models 

The prediction model serves as support for the power management, especially for the Power 
Actuation GC and Supervisory FDD GC. Each component hasslightly different requirements 
for prediction variables, butthe time step and prediction horizon may be similar for both pur-
poses. Generally, the time step of prediction should be a multiple of the time step of the overall 
discretization for the GENiC platform. The prediction horizon may be on the scale of hours, but 
is still to be determined. 

The model used for the Supervisory FDD GC can be considered as a representation of ideal 
system behavior and deviations outside of a predefined tolerance will help to identify faults. 
The parameters predicted should include the main monitored variables, e.g. local RES power 
supply and electricity storage charge level.  

The predictions for the Power Actuation GC should contain predictions of monitored variables. 
Therefore, the prediction model should work on a relatively detailed level, as should the model 
for fault detection. In this case, prediction is used to define control actions considering future 
states of the system. 

9.2.4.2 Long-Term Prediction Models 

The prediction model for long-term predictions serves as support for policy decisions. The pre-
diction horizon should capture long-term trends (e.g. a whole day prediction) of the main vari-
ables in order to facilitate decision making. Also, the time step should be longer (e.g. minute or 
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hour) due to the longer horizon. Predicted variables will, for example, be power devices power 
consumption (UPS and conversion losses) and long-term prediction of local RES energy sup-
ply potential as well as essential economic and environmental predictions.  

9.2.4.3 Tools 

Tools Models 

­ for shortïterm predictions: TRNSYS, EnergyPlus 

­ for long-term predictions: TRNSYS, EnergyPlus 

Languages TRNSYS, EnergyPlus, Matlab, Python 

Frequency of 
execution 

Short-term: multiple of the time step of the overall discretization 

Long-term: minutes of hours 

9.3 Power Actuation 

Component Specification Leader: ACC 

9.3.1 Objectives 

¶ Control of power and RES systems. Obtaining of the optimal control strategy to apply in 
order to use RES system in the most efficient (and economical) way.  

¶ Requirements: 

­ The optimal control strategy should be obtained after a quick sequence of simulations 
(no more than 5-10 minutes). 

­ The optimal scenario should fulfill the energy requirements being the more economic 
option. 

­ The system should have corrective maintenance if the weather and/or demand fore-
casts fail, with the option of changing to a predefined scenario. 

­ Modifications in the power system should be easily added/changed in the simulation 
model (for instance using an external file which contains the model). 

9.3.2 System Prerequisites 

¶ Software simulation 

¶ Calibration of simulation model prior commissioning of all the system 

¶ Monitoring sensors located strategically 

¶ Forecast system (for weather and energy demand prediction) 

¶ Data from the Power Prediction GC will be sent as profiles 

¶ Configuration data: 

­ Energy simulation software (TRNSYS) 

­ Parameters for the definition of strategies (depending on RES system and objective) 

­ Definition of deviation ratio (in order to apply predefined scenario). 

­ Time step of simulation and comparison between outputs from simulation and real-time 
monitoring. 

9.3.3 Interactions 

Inputs from other GCs: 

Input Provided by 

Prediction of power devices power consumption 
short-term 

Power Prediction 

Prediction of electricity storage charge level short-
term 
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Prediction of local RES power generation short-term Power Prediction 

Prediction of grid energy price Multi Data Centre Optimization 

Optimal RES/grid energy mix request Supervisory Intelligence 

State of charge of energy storage systems Power Monitoring 

 Backup power system (available/not available) 

Electric grid available 

Data center power demand 

Total power consumption (RES + HVAC + IT) 

Local RES energy production 

Outputs to other GCs: 

Output Provided to 

Power system operation set point (*) 

 

Power Prediction 

Supervisory FDD  

Simulators 

(*) Power system operation set point to be defined, as an example: 

­ Batteries (energy storage system) contactor system actuator feedback 

­ Backup contactor system actuator feedback 

­ GRID contactor system actuator feedback 

­ Control set point for RES inverter (PV case) or converter (Wind turbine case) 

­ Control set point for Battery charger (bidirectional: charger and discharger) 

9.3.4 Additional Information 

¶ Local power generation systems (solar, wind, biomass) actuation 

¶ Local energy storage systems actuation 

¶ Grid power/Backup Actuation 

9.3.4.1 Tools 

Languages Fortran code, Labview, TRNSYS, Matlab, Visual Studio 

Protocols XML, OPC, Modbus 

Frequency of 
execution 

Configurable 

Input/output 
data format 

xls, dat, txt, xml  
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